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ABSTRACT
Information retrieval (IR) in nature is a process of sequential de-
cision making. The system repeatedly interacts with the users to
refine its understanding of the users’ information needs, improve
its estimation of result relevance, and thus increase the utility of its
returned results (e.g., the result rankings). Distinct from traditional
IR solutions that rigidly execute an offline trained policy, interac-
tive information retrieval emphasizes online policy learning. This,
however, is fundamentally difficult for at least three reasons. First,
the system only collects user feedback on the presented results,
aka, the bandit feedback. Second, users’ feedback is known to be
noisy and biased. Third, as a result, the system always faces the
conflicting goals of improving its policy by presenting currently un-
derestimated results to users versus satisfying the users by ranking
the currently estimated best results on top.

In this tutorial, we will first motivate the need for online pol-
icy learning in interactive IR, by highlighting its importance in
several real-world IR problems where online sequential decision
making is necessary, such as web search and recommendations.
We will carefully address the new challenges that arose in such a
solution paradigm, including sample complexity, costly and even
outdated feedback, and ethical considerations in online learning
(such as fairness and privacy) in interactive IR. We will prepare
the technical discussions by first introducing several classical in-
teractive learning strategies from machine learning literature, and
then fully dive into the recent research developments for address-
ing the aforementioned fundamental challenges in interactive IR.
Note that the tutorial on “Interactive Information Retrieval: Models,
Algorithms, and Evaluation” [48] will provide a broad overview on
the general conceptual framework and formal models in interactive
IR, while this tutorial covers the online policy learning solutions
for interactive IR with bandit feedback.

CCS CONCEPTS
• Information systems→Retrievalmodels and ranking;Rec-
ommender systems; •Theory of computation→Online learn-
ing algorithms.
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1 MOTIVATION
Supervised machine learning techniques have been successfully
applied in many information retrieval (IR) applications: for example
learning to rank [25], matrix factorization [17], and deep neural
networks [27]. Such supervised learning techniques estimate map-
pings from the input data to their expected labels (i.e., classification)
or values (i.e., regression) based on the available annotated offline
data. However, many real-world IR scenarios face the rapid appear-
ance of new information (e.g., new users or content), together with
the ever-changing nature of the users’ information needs. It makes
timely relevance annotation costly or even impossible. This urges
us to move from this passive model learning and result serving par-
adigm to a more interactive or even proactive solution framework.
For example, probe users for relevance feedback to estimate better
mappings between the users and results. This provides a viable and
principled solution for interactive IR.

However, we have to note that interactive IR cannot be simply
addressed by updating an existing offline model online based on the
newly observed data, for at least two reasons. First, the users can
only examine the system returned results. For those not returned
by the system, one cannot treat them as irrelevant. This is known as
learning with bandit feedback. Second, user feedback itself is also
noisy and biased. For example, the well-known position bias [14]
and trust bias [2] complicate the modeling of user clicks. Repeated
observations of results displayed at different positions become nec-
essary to handle noise and biases. But as the system is learning
while serving, any working interactive IR system has to carefully
balance the need to focus on information that raises user interest,
and simultaneously, the need to explore new information for glob-
ally improving user experience (i.e., the explore-exploit dilemma
[7]). Therefore, efficient and effective techniques for online learning
with bandit feedback are needed.

Significant research efforts have been spent on online learning
with bandit feedback in both machine learning and information
retrieval communities. And various solutions have been developed,
such as multi-armed bandits [7], contextual bandits [1, 23], dueling
bandits [46], and best arm identification [5]. Many algorithms have
been successfully applied in interactive IR applications, such as
personalized recommendation [23, 42] and online learning to rank
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[36, 46]. However, beyond the standard settings of such learning
solutions, new challenges arise when applying them in interactive
IR scenarios, including sample complexity [36, 38, 41, 42], implicit
feedback [32], costly and even outdated feedback [26, 43], and
ethical considerations of exploration (such as fairness and privacy)
[15, 35].

The importance and demand of the solutions for online learning
with bandit feedback in interactive IR, and IR at large, is evident.
We therefore structure our tutorial to provide a comprehensive
introduction about the latest advances in this important direction
of research, with a particular focus on covering the recently de-
veloped algorithms for those new challenges. To the best of our
knowledge, none of the existing tutorials in IR community covered
topics like online learning in non-stationary environments or the
ethical considerations in online learning solutions. But given their
importance is particularly evident to the IR community, we deeply
believe in the necessity of presenting such a tutorial.

2 OBJECTIVE
The target audience of this tutorial includes researchers in IR, es-
pecially interactive IR, who are interested in research problems
where interactive online learning is needed, and practitioners who
may need to use online learning techniques to solve practical IR
problems, for example, recommender systems, online learning to
rank, or personalization problems.

The objective of this tutorial is to offer participants a compre-
hensive review on the recent algorithm developments in online
learning with bandit feedback for interactive IR applications, and
expose practitioners to a wide-range of important techniques to
build and improve practical interactive IR systems. Specifically, we
aim to achieve the following goals:

• Review the foundations of online learning with bandit feed-
back. We will provide a broad overview of existing learning
techniques, covering their motivations, assumptions, appli-
cation scenarios, practical implementations, and also limita-
tions faced in interactive IR.

• Summarize and compare recent developments. We will sys-
tematically review the recent developments of bandit learn-
ing solutions in two major interactive IR application sce-
narios: recommender systems and learning to rank. We will
categorize the challenges raised in these applications and dis-
cuss the corresponding solutions, with detailed comparisons
on the existing algorithms and their theoretical guarantees.

• Facilitate future research.Wewill discuss the important open
problems raised in recent research and highlight promising
future directions for online learning with bandit feedback in
interactive IR.

3 RELEVANCE TO THE IR COMMUNITY
Interactive IR is an important and well-recognized research topic in
the IR community, since IR itself is an interactive process between
the user and system in nature. Online learning with bandit feedback
provides a principled and theoretically sound solution to address
interactive IR. And there has been a growing interest in this direc-
tion in both academia and industry to develop new solutions under
various new settings. And a growing number of publications have

emerged in SIGIR and related conference including WWW, WSDM,
KDD, and CIKM, focusing on different topics, such as recommender
systems, learning to rank, and conversational systems. As a result,
this tutorial is timely and of great interest to the broad attendants
of SIGIR and the members of IR community.

3.1 Related tutorials
There are some recent tutorials discussing interactive informa-
tion retrieval or interactive machine learning, with distinct focuses
against ours. The tutors Huazheng Wang and Hongning Wang
gave a tutorial on “Learning by Exploration: New Challenges in
Real-World Environments” [44] at KDD 2020, discussed techniques
in online learning with bandit feedback and their applications in
recommender systems. The SIGIR 2020 tutorial on “Interactive In-
formation Retrieval: Models, Algorithms, and Evaluation” [47] of-
fered a broad overview on interactive information retrieval. The
tutorial on “Unbiased Learning to Rank: Counterfactual and Online
Approaches” [31] at WWW 2020 and SIGIR 2019 and the SIGIR 2016
tutorial on “Online Learning to Rank for Information Retrieval” [12]
reviewed online learning to rank algorithms. The tutorial on “Real
World Interactive Learning” at KDD2018 and ICML2017 summarized
real world challenges in developing interactive machine learning
systems.

Our tutorial is different from these previous one in the sense
that we will systematically review the recent progress and new
solutions for two important interactive IR tasks, i.e., recommender
system and learning to rank. We will focus on several new chal-
lenges that arise in real-world interactive IR applications, such as
more efficient exploration via exploring unique problem structures,
online learning in non-stationary environments, and ethical consid-
erations in interactive IR. Their importance is particularly evident
to the information retrieval community, but none of the existing
tutorials covered such topics. To satisfy the need of practitioners in
interaction IR, we would also discuss the practical implementations
of several popularly used bandit learning algorithms in interac-
tive IR applications, e.g., data structures to support efficient online
execution. This adds unique value to this tutorial.

4 TUTORIAL FORMAT AND SCHEDULE
Our half-day (3 hours) tutorial includes five sections, from classical
bandit algorithms to solutions developed for complicated real-world
environments (such as multi-user collaborative environments, and
non-stationary environments) in interactive recommender systems
and online learning to rank, and also ethical considerations in
interactive IR.

4.1 Online learning with bandit feedback
In this section, we will introduce the role of online learning with
bandit feedback in interactive IR, especially its necessity and chal-
lenges. We will motivate our discussions by the problems one typ-
ically encounters in recommender and retrieval systems, such as
cold start. We will then formulate the mathematical foundation
of the bandit learning solutions in various settings, such as multi-
armed bandits, contextual bandits, and dueling bandits. We will
also illustrate how such formal problem formulations translate to
practical interactive IR problems.



4.2 Classical bandit learning algorithms
In this section, we will introduce a set of popularly used bandit
learning algorithms, ranging from random exploration methods
such as 𝜖-greedy [21], confidence bound based methods [1, 6, 23],
posterior sampling based methods [3, 16] and perturbation based
methods [18, 19]. We will particularly focus on their usages in real-
world interactive IR scenarios, such as in recommender systems
and retrieval systems. And we will also provide sufficient coverage
on their practical implementations, e.g., data structures to ensure
efficient online execution. Last but not least, we will illustrate such
algorithms’ theoretical proprieties, such as regret bounds and con-
vergence rates, which ensure their applicability in real world.

4.3 Interactive recommender system
In this section, we will first illustrate the need for sample efficient
online learning methods in real-world interactive recommender
systems, where obtaining feedback is costly. For example, user sat-
isfaction quickly deteriorates if the system cannot provide quality
results after several rounds of interactions. We will discuss recent
developments on more efficient online learning algorithms under
various learning scenarios, including (1) sample efficient collab-
orative bandit learning in multi-agent environments [8, 11, 42],
where information sharing and propagation across multiple learn-
ing agents are leveraged; (2) discovering problem-dependent low
rank structures of the reward function through factorization based
bandit learning [24, 37, 38]; and (3) warm-start online learning us-
ing offline data through transfer learning or meta learning [49, 50].
We will then introduce the need and challenges of online learning
in non-stationary environments, as the non-stationarity of users’
interests naturally arises in real-world recommender system. For
example, users’ result preferences shift from one category to an-
other, while the system needs to infer the underlying change and
update its policy accordingly. Based on this, we will introduce the
recent developments on bandit learning in non-stationary environ-
ments [10, 40, 43], especially their applications in recommender
systems.

4.4 Online learning to rank
Online learning to rank eliminates offline solutions’ strong depen-
dency on manual relevance annotations, by dynamically optimizing
search utility based on users’ implicit (bandit) feedback about sys-
tem’s output. It lowers the bar for applying learning to rank in
practice, and makes it possible for an online system to directly max-
imize the utility of result ranking through its interactions with the
users. Online learning to rank studies grow rapidly in recent years
in both IR and machine learning communities. In this section, we
will focus on the key challenges in online learning to rank, i.e., how
to effectively explore the ranking space with the biased and noisy
implicit feedback while serving the users. We will categorize the
existing OL2R solutions and their recent developments to improve
sample efficiency, including (1) the ranker estimation in the model
space formulated as a dueling bandit problem [34, 36, 46] ; and
(2) the ranker estimation in the action space with respect to spe-
cific click models [20, 22, 33]. Recent works on ranker estimation
based on pairwise ranking models [13, 29] will also be included.
Many sample efficient online learning to rank methods have been

proposed recently and its connection to offline learning to rank
has attracted renewed attention recently. We will end this section
with recent works on unifying online and offline (counterfactual)
learning to rank [4, 30].

4.5 Ethical considerations in interactive IR
with bandit learning

Ethical considerations, such as fairness and privacy-preserving,
are becoming important constraints for interactive IR, especially
when sensitive personal information is involved in the learning
pipeline and/or the online algorithmic decisions have important
consequences on people’s lives. Distinct from traditional settings,
where offline learnt models are used, in interactive IR with bandit
learning because the system is updated based on the feedback col-
lected from presented results, there is a higher risk of amplifying
bias and disclosing private information in dynamic result serving.
The concern is real, but not enough attention has been paid on
these aspects. In this section, we will introduce some recent efforts
in achieving fairness either with fair exploration [9, 15], or with
fair ranking control [28, 45] in online setting; and the protection of
potential privacy leakage during online interaction and learning
[35, 39].

5 TUTORS’ SHORT BIO AND EXPERTISE
RELATED TO THE TUTORIAL
• HuazhengWang is a Ph.D. candidate in the Department of
Computer Science at the University of Virginia. His research
focuses on multi-armed bandit algorithms with application
to online recommendation and ranking problems. He is a
recipient of Bloomberg Data Science PhD fellowship. His
research has appeared in multiple top-tier venues in infor-
mation retrieval and machine learning, such as SIGIR,WWW,
KDD, AAAI.

• Yiling Jia is a Ph.D. student in the Department of Computer
Science at the University of Virginia. Her research focuses
on online learning to rank with a specific concern on the
fairness and transparency of the system.

• Hongning Wang is now an Associate Professor in the De-
partment of Computer Science at the University of Virginia.
He received his PhD degree in computer science at the Uni-
versity of Illinois at Champaign-Urbana in 2014. His research
generally lies in the intersection among machine learning,
data mining and information retrieval, with a special focus
on computational user behavior modeling. His work has gen-
erated over 80 research papers in top venues in data mining
and information retrieval areas. He is a recipient of 2016
National Science Foundation CAREER Award.

The joint work of Huazheng Wang and Hongning Wang on
online learning to rank won the Best Paper Award of SIGIR’2019.
Huazheng Wang and Hongning Wang gave a tutorial on “Learning
by Exploration: New Challenges in Real-World Environments” at KDD
2020.

6 MATERIALS
The following materials will be provided to the audience:



• Presentation slides
• A public website with related content about this tutorial,
such as links to public implementations of algorithms and
public benchmark datasets discussed in this tutorial

• A detailed list of references.

We will share the materials with the participants on the tutorial
website before the conference.
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