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ABSTRACT
One important way for people to make their voice heard is to com-
ment on the articles they have read online, such as news reports and
blogs. �e user-generated comments together with the commented
documents form a unique correspondence structure. Properly mod-
eling the dependency in such data is thus vital for one to obtain
accurate insight of people’s opinions and a�ention.

In this work, we develop a Commented Correspondence Topic
Model to model correspondence in commented text data. We fo-
cus on two levels of correspondence. First, to capture topic-level
correspondence, we treat the topic assignments in commented doc-
uments as the prior to their comments’ topic proportions. �is
captures the thematic dependency between commented documents
and their comments. Second, to capture word-level correspon-
dence, we utilize the Dirichlet compound multinomial distribution
to model topics. �is captures the word repetition pa�erns within
the commented data. By integrating these two aspects, our model
demonstrated encouraging performance in capturing the correspon-
dence structure, which provides improved results in modeling user-
generated content, spam comment detection, and sentence-based
comment retrieval compared with state-of-the-art topic model so-
lutions for correspondence modeling.
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1 INTRODUCTION
Modern news media websites provide commenting facilities for
their readers to openly express their a�ention and opinions on
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news events. Because of readers’ active participation, the user-
generated commenting content shapes the general public’s opinions
by supplementing the news stories with contextual information and
new perspectives [21, 27]. However, o�entimes, a popular news
article can easily accumulate thousands of comments within a short
period of time, which makes it di�cult for interested users to access
and digest information in such data [17, 26]. �erefore, modeling
the user-generated comments with respect to the commented news
articles and automatically gaining the insight of readers’ opinions
and a�ention on the news event becomes an important research
topic in web data mining [7, 11, 24].

SpaceX makes a successful return to flight
ArsTechnica 1/14/2017 

Today SpaceX will attempt to launch its Falcon 9 rocket ... The instantaneous launch

window for Saturday's attempt opens at 12:54pm ET (17:54pm UK), with liftoff

occurring from Space Launch Complex 4E at Vandenberg Air Force Base in

California….…Saturday's launch will boost 10 Iridium NEXT satellites to a 625-km

orbit. These are the first 10 of 70 next generation satellites that SpaceX will launch for

Iridium and its mobile voice and data satellite communications network. After boosting

the satellites into space, the first stage of Falcon 9 will attempt a return on the Just Read

the Instructions droneship in the Pacific Ocean. The webcast should begin about 20

minutes before Saturday's launch window opens.

Comment 1: Those sats are going into polar orbit (in this case I think, it is 89.4 degrees

inclination) - so in order to get into right plane, launch has to happen when this orbital

plane is passing by launch site (well, a bit earlier to be precise). Otherwise you would

need a lot of delta-V to correct for that. That's why launch window is so short.

Comment 2: Usually I watch those webcasts online, but this Saturday, at that time, I will

be sailing on SF bay. Internet reception is spotty on a sailboat.

Comment 3: The landing is just good old GPS. The ship holds a position, and the

booster heads for the same position. The error in both is of the order of a few metres,

which matches with what we see from very slightly off-centre landed rockets.

Figure 1: An example thread of user comments on a news
article about SpaceX’s rocket launch.

�e key to a successful understanding of such user-generated
commented data is its intrinsic correspondence structure, i.e., readers
choose the part of their most interest to comment on, and pass along
some perspectives, topics or words from the news articles to their
comments. Figure 1 illustrates the correspondence structure in
a typical discussion thread of users’ comments on a news article.
�e news article covers details of the rocket’s launch (in red color)
and return (in blue color), the satellite’s orbit and mission, and
webcast of the launch. Two concrete examples of correspondence
are highlighted in the �rst and third comment in red and blue
respectively. �e �rst user comment provides detailed explanation
about why the launch window is so speci�c and short, and the
third comment explains the technique behind rocket return. We
can observe that a news article may emphasize some general or
objective aspects of an event, while user comments may express
more speci�c, subjective, and supplementary information. If such



correspondence structure can be automatically identi�ed, it would
help users easily retrieve comments related to a particular topic in
the article, �lter out irrelevant or spam comments, summarize the
others’ focus and opinions on the news article, and many more.

However, several challenges make the correspondence structure
di�cult to detect. First, there are salient stylistic and organizational
distinctions between these two types of content: news articles are
typically well-wri�en and fact-oriented long stories by journalists
or professionals, while comments are mostly personalized, more
opinionated, and free-style short posts by average readers. �e
vocabulary gap between the news articles and user comments ob-
scures correspondence modeling. For instance, the third comment
in Figure 1 talks about the technique of rocket return, but it has
almost no word overlapping with the article, as it keeps using
the word “land” to explain the rocket “return” technique. Second,
readers read the article before making comments, so that the back-
ground or context of their commenting content is o�en enclosed in
the article but omi�ed in the comments. �is further enlarges the
vocabulary gap. �ird, the existence of irrelevant comments further
complicates correspondence modeling. For example, in Figure 1, the
second comment is barely related to the main theme of the article.
It is necessary to distinguish them from other relevant comments.

Researchers have a�empted to resolve the �rst challenge using
probabilistic topic modeling technique.

�e basic idea of existing solutions roots in the correspondence
LDA model (CorrLDA) [3], which was originally designed to model
the correspondence between images and their captions. Follow-up
work adopted this model as building blocks to capture the corre-
spondence between news articles and comments [7, 17]. However,
the CorrLDA-like models do not address the other two challenges
discussed above. First, they assume comments’ topics are a subset
of the article’s. �is assumption generally holds in image-caption
data, as a caption should be a concise summarization of the image.
But in article-comment data, comments o�en cover topics missing
in the news article, without mentioning the existence of irrelevant
and spam comments. Second, existing solutions postulate that all
article-comment threads share a common set of topic-word distri-
butions. Such treatment has limited capability in capturing salient
correspondence pa�erns which vary across threads. For example,
in Figure 1, the phrase “launch window” from the article repeating
in the �rst comment is a strong signal of topical correspondence,
although they may not be the most typical words of that topic in
the whole corpus.

In this work, we propose to address these limitations from two
perspectives. At the topic level, we generate topic distributions in
user comments from an article-speci�c Dirichlet prior. �e prior
consists of two parts. One part is from a common hyperparameter
shared by all comments, and the other is from the topic distribution
of the commented news article. �is allows our model to capture
the content of comments on both covered and uncovered topics of
the article, while accounting for the correspondence. �e impact
of this prior is naturally adjusted due to the conjugacy between
Dirichlet and multinomial distributions, i.e., topic assignments in
shorter comments tend to get more in�uenced from the article,
while longer comments tend to develop their own themes.

At the word level, we explicitly model the “burstiness” of word
occurrences between article and comments to capture the thread-
speci�c correspondence pa�ern, i.e., words from the articles repeat
in their comments more o�en than just by chance. To the best of our
knowledge, it is the �rst time that this phenomenon is con�rmed in
commented data. In particular, we choose the Dirichlet compound
multinomial (DCM) distribution [9] to represent topics, capturing
the tendency that the same topic manifests itself with di�erent
word distributions in di�erent article-comment threads. Since DCM
draws multinomial distributions for each article-comment thread
from a corpus-wise shared Dirichlet distribution, the local word
co-occurrence pa�erns are still connected to the global topic-word
distributions.

Integrating these two new components, we develop Commented
Correspondence Topic Model (CCTM). Extensive experiments on
two large news archives with user comments con�rm the e�ective-
ness of our model: it provides improved results in predicting unseen
comments, spam comment detection, and sentence-based comment
retrieval compared with state-of-the-art topic model solutions.

2 RELATEDWORK
�e blooming of social media enables the public to freely express
their opinions on various topics [15, 23]. And one typical way is to
comment on the online articles. A rich body of research has been
done to discover useful knowledge buried in such user-generated
commented data for facilitating various information retrieval tasks,
including document retrieval, classi�cation, summarization, and
so on. Hu et al. [14] selected sentences from articles by computing
their similarities to the comments for generating comment-driven
news summarization. �olpadi et al. [25] studied multi-lingual
commented data to cluster comments about the same news event
across di�erent languages. Park et al. [20] utilized commented
app review data to improve app retrieval performance. In general,
learning accurate representations of commented data has broad
potential to facilitate these information retrieval tasks.

Probabilistic topic models like LDA have achieved great success
in modeling unstructured text documents [2]. Formally, a topic
is modeled as a probability distribution over terms in a shared
vocabulary, and a document is concisely modeled as a mixture
over the topics [4, 13]. In standard topic models, the dependency
among documents is loosely governed by a globally shared prior
over topic distributions, e.g., Dirichlet prior. �e correspondence in
commented data, such as between news articles and their comments,
is not considered in such models.

As an extension to LDA, CorrLDA is desinged to model the cor-
respondence in annotated image data [3]. CorrLDA captures the
correspondence structure by enforcing the topics of captions to
be uniformly sampled from the topics of the corresponding im-
ages. As a result, the topic distributions in these two types of data
become dependent. Follow-up research extends this modeling ap-
proach to capture correspondence among di�erent types of text
documents [10, 17]. In [7], the speci�c correspondence topic model
(SCTM) is proposed, which introduces Dirichlet Process prior [1]
into CorrLDA to �t the correspondence between news articles and
user comments. However, as restricted by the inherited design
from CorrLDA of uniform sampling of topics from news articles
to user comments, the choices of topics in comments are strongly
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Figure 2: Burstiness in commented data. Synthetic comments are sampled from a unigram language model estimated via
a maximum likelihood estimator on genuine comments in each data set. �e x-axis denotes the frequency of a word in an
article’s comments if it is observed in the article, and the y-axis denotes the corresponding the probability in log space.

.
constrained by the existing topics in the articles. To relax this re-
striction, we consider topic distributions in news articles only as
a prior to topic distributions in the corresponding user comments.
New topics can therefore be sampled in user comments if there is
support. Similar idea has been explored in [20], but they merged all
comments into a single document when modeling the correspon-
dence, which loses �ne-grained understanding in an individual
comment. Furthermore, in all aforementioned solutions, the topics
are globally shared among all documents, such that possible vocab-
ulary gap and local correspondence structure cannot be recognized.
In our work, we introduce Dirichlet compound multinomial (DCM)
distribution [18], replacing the multinomial distribution, to model
the topics and capture detailed correspondence in a thread of article
and comments.

[6, 16] noticed that the �rst occurrence of a term in a docu-
ment increases the probability of its repeated appearances in the
same document. �is linguistic characteristics is referred as “bursti-
ness.” To capture burstiness in a text document, DCM assumes each
document is generated from a document-speci�c multinomial dis-
tribution of words, which is drawn from a corpus-wise Dirichlet
prior. Intuitively, it postulates a “bag-of-bags-of-words” generative
process for documents. DCMLDA [8] extends this modeling ap-
proach to model a document as a mixture of DCM. In this work,
we further extend the concept of burstiness beyond a single docu-
ment: we veri�ed that if a word is used once in a news article, it is
more likely to be used again in the corresponding user comments.
�is helps us model local correspondence and align it with global
topic distributions. �is proves to be important in spam comment
detection and sentence-based comment retrieval.

3 METHODOLOGY
In this section, we �rst state and verify our hypothesis about bursti-
ness of word occurrences in commented news data, and then de-
scribe the detailed design of our proposed solution, which explicitly
models the topic-level and word-level correspondence. An e�-
cient Gibbs sampler is developed to perform posterior inference,
and a stochastic Expectation Maximization algorithm is utilized to
estimate the model parameters.

3.1 Burstiness in Commented Data
One of our most important observations in the commented news
data is that words appearing in a news article are likely to re-occur
in its comments, as users quote from the news articles a�er reading
them. It is analogous to the burstiness of word occurrences in a
single document observed in prior research [6, 16]. Importantly,
the burstiness of a word and its informativeness are positively
correlated: more informative words are more bursty [18].

Formally, we hypothesize that the probability of a word from
an article appearing multiple times in its comments is signi�cantly
larger than the probability of this word appearing in the comments
with the same frequency independently. We verify this hypoth-
esis by the following statistical test. We count the frequency of
words in a given commented news corpus to estimate the proba-
bility of a word from an article appearing n times in its comments
(i.e., maximum likelihood estimation). To estimate the probabil-
ity of a word from an article independently appearing n times in
comments, we generate synthetic comments. We �rst estimate a
unigram language model based on all comments in the corpus, and
generate synthetic comments for each article by sampling from the
language model. In particular, we enforce the synthetic comments
to have the same length as the genuine comments. As the words
are drawn from a unigram language model, they are independent
from each other in the synthetic comments. �en we use the same
maximum likelihood estimator to estimate the probability of an
article word appearing n times in its synthetic comments. Note that
we only count words already observed in the articles, and therefore
if burstiness exists, it is about the repetition pa�ern of words from
articles in its corresponding comments.

We tested our hypothesis on two large real-world commented
corpora, Yahoo! News and ArsTechnica Science blog data set. �e
detailed descriptions about these two datasets and our preprocess-
ing procedures can be found in the experiment section. We repeated
the synthetic data generation procedure for ten times and reported
the mean and standard deviation of the estimated probabilities in
Figure 2. As we can clearly observe from the results, the probability
of a word occurring multiple times in the genuine commented data
is signi�cantly larger than that in the synthetic data. Moreover, the



maximum frequency of a word repeated in the genuine commented
data is much larger than that in synthetic data. �ese observations
indicate the repeated occurrences of words in the commented data
are not independent, and thus our hypothesis about burstiness of
words holds in such data. We should note that we only generated
synthetic comments while keeping the genuine news articles intact
in both cases for probability estimation.

In addition, as the comments are generally short, the burstiness
of article words within each single comment is negligible. To the
best of our knowledge, this is the �rst time that the word burstiness
phenomenon has been veri�ed in the commented text data.

3.2 Commented Correspondence Topic Model
In this section, we describe the details about our Commented Cor-
respondence Topic Model (CCTM). As motivated in Section 1, our
model integrates two main ideas: topic-level and word-level corre-
spondence modeling.

At the topic level, both articles and comments are modeled as
mixtures over K topics, where the mixing proportion θa in article a
and θc in comment c are drawn from their corresponding Dirichlet
priors. Accordingly, the topic assignments of words in articles and
comments are drawn from those mixing proportions, i.e., za ∼
Mul (θa ) and zc ∼ Mul (θc ). �e prior distribution for θa is shared
across all articles in the corpus, i.e., θa ∼ Dir (αA ); but CCTM di�ers
from previous models in how θc is generated. As we discussed
before, the model needs to account for both relevant and irrelevant
comments to the article, and allow for both covered and uncovered
topics in the article to appear in the comment. For this reason,

we postulate an article-speci�c Dirichlet prior for θc , which
takes the topic assignments from the corresponding article as the
parameter,

θc ∼ Dir (z̄a + αC ) (1)
where z̄a = 1

N
∑N
n=1 z

a
n , zan is the topic assignment for n-th word in

article a, and αC is a hyperparameter vector shared by all comments
in the corpus. We choose z̄a rather than θa as the parameter for
topic prior of comments, because z̄a represents the actual topics
observed in the article, which is presumably more accurate to cap-
ture the article’s theme. Due to this prior design, the posterior topic
distribution θc in each comment of an article is not only determined
by the shared context speci�ed in z̄a +αC , but also by the observed
words in comments. Consequently, comments on the same article
tend to have similar topic distributions, but can also have di�erent
topic choices if there is support.

At the word level, each word w in an article or a comment
is generated from a multinomial distribution parameterized by
ϕz a�er its topic assignment z is determined. CCTM also di�ers
from previous models in how ϕz is generated. To model both
the thread-speci�c burstiness of words and the global word co-
occurrence pa�erns, we leverage Dirichlet compound multinomial
(DCM) distribution [18] when generating ϕz , and enforce an article
and its comments to share the same set of thread-speci�c topics.

Speci�cally, for each article-comment thread, the DCM distribu-
tion draws a set of multinomial distributions

{
p (w |ϕ j )

}K
j=1, which

are drawn from a set of Dirichlet priors parametrized by {βj }Kj=1:

ϕ j ∼ Dir (βj ), j = 1, 2, ...,K .

zaθaαA wa φ β

θcαC zc wc

K KN

L M D

Figure 3: Graphical model representation of CCTM. Dark
and light circles represent observable and latent random
variables, and plates denote repetitions. Arrows encode de-
pendency relation among the random variables.

�e Dirichlet priors are shared in the corpus. Under this modeling
assumption, an article-comment thread can have its own word
distribution for each topic, and these local word distributions are
loosely related across the article-comment threads by the commonly
shared Dirichlet priors.

To be explicit, given the topic assignment of a word, the condi-
tional probability of this word in a corpus is computed as,

p (w |z = k, β ) =

∫
p (w |ϕk )p (ϕk |βk )dϕk (2)

=

D∏
d

Γ(AWKD
wkd + βwk )

Γ(βwk )

Γ(
∑
w βwk )

Γ(
∑
w AWKD

wkd + βwk )

where AWKD
wkd denotes the number of times word w in the article-

comment thread d is assigned to topic k . From Eq. (2), we can
observe the probability of a word drawing a particular topic in
an article-comment thread is conditionally independent from other
article-comment threads given Dirichlet parameters {βj }Kj=1 in our
model. �erefore, the repetition of words between an article and its
comments becomes a very strong signal of content correspondence,
even if this word is not globally representative of the topic.

Integrating these two model speci�cations, the generative pro-
cess of the commented data in CCTM can be described as follows:

For each article ad , 1 ≤ d ≤ D,
1. For each topic k, 1 ≤ k ≤K , sample the word distribution

ϕdk ∼ Dir (βk );
2. Sample topic proportion θad ∼ Dir (αA );
3. For each word w

ad
n , 1 ≤ n ≤ N in ad ,

I. Sample topic zadn ∼ Multi (θad );
II. Sample word w

ad
n ∼ Multi (ϕd

z
ad
n

);
For each comment cdm , 1 ≤ m ≤ Mad of ad ,
1. Sample topic proportion θcdm ∼ Dir (αC + z̄ad );
2. For each word w

cdm
l , 1 ≤ l ≤ Lcdm in cdm ,

I. Sample topic zcdml ∼ Multi (θcdm );
II. draw word w

cdm
l ∼ Multi (ϕd

z
cdm
l

).

where D is the number of articles, N is the number of words in the
article ad , Mad is the number of comments associating with the
article ad , and Lcdm is the number of words in the comment cdm .
Using the language of graphical models, this generative process
can be depicted in Figure 3.



3.3 Inference & Parameter Estimation
In CCTM, the latent variables of interest are the topic assignments
{zan }

N
n=1 for each article a, {zcl }

L
l=1 for each comment c , and {ϕk }Kk=1

for each article-comment thread. �e discrete topic assignments
represent articles and comments in a concise topic space and re�ect
the correspondence between these two types of documents. And the
topic-word distributions {ϕk }Kk=1 reveal the instantiation of topics
in each article-comment thread. However, exact inference of these
random variables in CCTM is computationally intractable. �anks
to the conjugacy between Dirichlet and multinomial distributions,
we develop an e�cient collapsed Gibbs sampler to perform posterior
inference of these random variables in each article and comment.

In traditional topic models, the corpus-level hyperparameters
are usually set manually [12]. In CCTM, the hyperparameters, i.e.,
{αA,αC , βk=1:K } convey important semantics. Since DCM is used
for modeling topics, {βk }Kk=1 represent K global topics. αA and αC
re�ect the topical focus in news articles and comments respectively.
Manually tuning them is di�cult, and we propose to estimate them
from data. Our estimation is based on the maximization of complete
data likelihood p (w,z |αA,αC , βk=1:K ) [5]. Speci�cally, we adopt
the Monte Carlo Expectation Maximization algorithm. In E-step,
we �x the hyperparameters, and perform posterior inference of
the topic assignments in articles and comments. In M-step, we �x
the topic assignments and maximize the complete data likelihood.
To collect independent samples from the sampling chain, we only
keep samples every �ve iterations, i.e., thinning the sampling chain.
Besides, samples from the beginning of the sampling chain (i.e., the
burn-in period) may not accurately represent the desired distribu-
tion. We only keep the posterior samples a�er the burn-in period
(in our experiment, we discarded the �rst 20% of samples).

In the following, we provide the detailed inference and parameter
estimation procedures in E-step and M-step.
• E-step. Due to the Dirichlet-multinomial conjugacy, the latent
variables of θa , θc and {ϕk }Kk=1 can be marginalized out in the
resulting posterior distribution in each article-comment thread.
�is leaves us an e�cient collapsed Gibbs sampler to infer the topic
assignments {zan }Nn=1 in article a and {zcl }

L
l=1 in comment c .

In the following derivation, we de�ne a set of su�cient statistics
to simplify our description of conditional probabilities for sam-
pling. AWKD

wkd represents the count of word w assigned to topic k

in the article ad and all its comments
{
cdm

}Mad
m=1 . AKDkd denotes the

number of words assigned to topic k in the article ad , and CKMD
kmd

denotes the number of words assigned to topic k in article ad ’s
comment cdm . �e special symbol ‘−n’ denotes the word wn is
excluded when computing the corresponding su�cient statistics
for sampling.

p (zadn = j |wad
n , zad−n , w

ad
−n , z

cd , w cd , αA, αC , β )

∝

β
w
ad
n j
+ AWKD

wjd,−n∑
w ′ (βw ′j + AWKD

w ′jd,−n )
(αAj + A

KD
jd,−n )

×

Mad∏
m=1

K∏
k=1

Γ

(
αCk +

AKDkd,−n+1(k=j )∑
k A

KD
kd

+CKMD
kmd

)
Γ

(
αCk +

AKDkd,−n+1(k=j )∑
k A

KD
kd

)
(3)

Based on these notations, the conditional probability of assigning
topic j to word w

ad
n in article ad is computed as Eq.(3), where wcd

and zcd represent the words and corresponding topic assignments
in all comments associated with article ad . And the conditional
probability of assigning topic j to word w

cdm
l in comment cdm is,

p (zcdml = j |wcdm
l , zc

−l , w
c
−l , z

a, wa, αA, αC , β )

∝

β
w
cdm
l j

+ AWKD
wjd∑

w ′ (βw ′j + AWKD
w ′jd,−l )

αCj +
AKDjd∑
k A

KD
kd
+CKMD

jmd,−l

1 +∑
k (αCk +C

KMD
kmd,−l )

(4)

�e topic-level correspondence between an article and its com-
ments is clearly depicted in the above sampling equations. As stated
in Eq. (3), the topic assignments in an article are determined by not
only the words in this article, but also words in all its comments
(speci�ed by the Gamma ratio function). Especially, this Gamma
ratio function encourages the topic that is frequently mentioned in
the comments (as we haveCKMD

kmd on the numerator) to be observed
in the article. And this relation is more clearly encoded in the sec-
ond part of Eq. (4): the topic assignments in the article serve as
pseudo count in each comment’s topic proportion, which promotes
major topics of the article in their comments.

�e word-level correspondence is also re�ected in the sampling
equations. As denoted in the �rst part of Eq. (3) and (4), the con-
ditional probability of word w sampled from topic j depends on
the word-topic allocation in the current article ad , its comments
{cdm }

Mad
m=1 , and the global Dirichlet prior. �is promotes the local

co-occurrence pa�erns of words, which might not be necessarily
frequent in the whole corpus, and encourages assigning the same
topic to the repeated words, i.e., capturing burstiness.

Once the sampling chain converges in each article-comment
thread, we can easily estimate other latent variables as follows,

θadk ∝ αAk + A
KD
kd (5)

θ cdmk ∝ αCk +
AKDkd∑
k AKDkd

+CKMD
kmd (6)

ϕdwk ∝ βwk + A
WKD
wkd (7)

We should note that as {ϕk }Kk=1 are article-speci�c, the above
sampling procedures can be readily parallelized with respect to the
articles. �is enables CCTM to easily scale to large collections of
commented data.
•M-step. Based on the posterior inference results in each article-
comment thread, the maximum likelihood estimation of the hyper-
parameters {αA,αC , βk=1:K } can be independently performed over
the complete data log-likelihood function. We only illustrate the
estimation procedure for {βk }Kk=1, as the same approach directly
applies to αA and αC .

Speci�cally, we estimate {βk }Kk=1 by maximizing the complete
log-likelihood function of CCTM,

L(β ) =
∑

d,w,k

(
log Γ(AWKD

wkd + βwk ) − log Γ(βwk )
)

+
∑
d,k

(
log Γ(

∑
w

βwk ) − log Γ(
∑
w

AWKD
wkd + βwk )

)
�is complete log-likelihood function indicates that the updates of
{βk }

K
k=1 are independent across K topics, and thus we can update

these parameters in parallel. As no closed-form solution exists



for the above optimization problem, we appeal to the �xed point
iteration method to iteratively optimize it [19]. �e update equation
of βwk is:

βnewwk = β
old
wk

∑
d

(
ψ (AWKD

wkd + β
old
wk ) −ψ (β

old
wk )

)
∑
d

(
ψ (

∑
w AwKD

wkd +
∑
w βoldwk ) −ψ (

∑
w βoldwk )

)
where βoldwk is the value obtained in last M-step andψ (·) is the �rst
order derivative of the log Gamma function. �e update of {βk }Kk=1
helps recondition global topics from the inferred local topics. Im-
portantly, such an iterative solution is guaranteed to converge to
a stationary point of the complete log likelihood function [19];
and for the Dirichlet distribution, the global maximum is the only
stationary point.

4 EXPERIMENTAL EVALUATIONS
Our evaluation is conducted in multiple ways. First, we present
case study in Section 4.1 to investigate the quality of inferred topics
from CCTM. Second, we use perplexity to compare the capability
of our model with several topic model based solutions in predicting
unseen commented data in Section 4.2. �ird, we study two impor-
tant applications based on the inferred correspondence structure,
namely spam comment detection and targeted comment retrieval
in Section 4.3 and 4.4 respectively.

We used ArsTechnica Science 1 technical blog dataset and the
Yahoo! News dataset provided in [7] as our evaluation corpus.
In the ArsTechnica dataset, comments are manually annotated
with their corresponding sentences in the articles. �e annotations
serve as ground-truth for us to evaluate the learned correspon-
dence by di�erent solutions. �e Yahoo! News dataset was origi-
nally unannotated. We used crowd sourcing to annotate a set of
pooled correspondence mappings between articles and comments
based on di�erent algorithms’ inference results. Standard text pre-
processing steps were performed on these two datasets, including
stopword removal, stemming and normalization. We removed arti-
cles and comments whose length is shorter than 5 words a�er the
pre-processing. �e basic statistics of the two evaluation datasets
a�er these pre-processing steps are shown in Table 1.

Table 1: Evaluation Corpus Statistics.

DataSet ArsTechnica Yahoo! News
#Articles 501 651
#Comments 2897 32285
#Words 216769 476497
Vocalbulary Size 6053 8755

In our evaluation, we include the following three topic model
based solutions for correspondence modeling as our baselines.
• Latent Dirichlet Allocation (LDA) [4]. Each article and comment
are modeled as independent documents.
• Correspondence LDA (CorrLDA) [3]. It is an extension of LDA
model, where topics in comments are uniformly drawn from topics
in the corresponding article.
• Speci�c Correspondence Topic Model (SCTM) [7]. It is a state-
of-the-art model on capturing correspondence in commented data.
1h�p://arstechnica.com/

In this model, each article is split into sentences, and the topics of
words in comments are uniformly drawn from topic assignments
in the selected sentences.

Besides these three existing models, we also include two varia-
tions of CCTM to evaluate the impact of the two main ingredients
of CCTM: topic-level prior se�ing for �exible topic modeling, and
word-level DCM for thread-speci�c topic-word distributions.
• CCTM-. It removes the DCM component from CCTM, i.e., using
one shared set of multinomial distributions to represent topics for
the entire corpus like the standard topic models.
• CorrLDA+. It adds the DCM component to CorrLDA, but the top-
ics in comments are still uniformly sampled from topic assignments
in the corresponding article.

4.1 Case Study
We �rst investigate the quality of topic-word distributions learned
in CCTM, and then study the inferred topical representation of
articles and comments. As similar results were obtained in Yahoo!
News dataset, we only discuss the results obtained in ArsTechnica
dataset in this section.

CCTM learns two levels of topics. �e Dirichlet prior param-
eters {βk }Kk=1 in CCTM represent global topics, and {ϕk }Kk=1 in
each article-comment thread represent thread-speci�c instantiation
of global topics. Figure 4 visualizes three example global topics
and corresponding local topics from two di�erent article-comment
threads, using a tree structure representation. �e root nodes of
the trees represent the words selected by {βk }Kk=1 from three global
topics, and the leaf nodes of each tree represent the corresponding
topics from two randomly selected article-comment threads, where
the words are selected by the thread-speci�c topic-word distribu-
tion {ϕk }Kk=1. Article title corresponding to each leaf node is shown
under the node. In each topic node, top 10 words are shown.

Take “topic 3” in Figure 4 as an example. �e top words from β3
indicate that it is a health-related topic, while the top words from
the two threads’ corresponding topic ϕ1

3 and ϕ2
3 are also related to

health but with di�erent emphases. �e �rst thread concentrates on
“antibiotics” and “bacteria”, and the second focuses on “HIV infection”
and “HIV treatment”. And these topical words are all strongly related
to the title of these two articles and the corresponding discussion
content in the articles and comments. Due to space limit, we cannot
display full articles’ and comments’ content, but we used word
clouds to highlight the keywords in the article and two selected
comments for two article-comment threads. Similar observations
can also be found in other randomly selected topics and threads
in the �gure. �is result suggests that the local and global topics
extracted by CCTM are meaningful, especially the local topics
capture �ne grained variations of topic-word distributions. �e
learned relation between global topics and thread-speci�c topics is
meaningful in the commented data.

We further visualize the content of two selected article-comment
threads (thread 2 and 6) using word clouds and illustrate the cor-
responding topic distributions in Figure 4. �e content of article 2
is mostly about “virus, hiv, infection”, which match top words in
ϕ2

3 . Consistently, the inferred topic distribution of article 2 shows
that topic 3 occupies the main body of that article. Likewise, the
topic distribution of comment 2 2 suggests that this comment talks
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Figure 4: Illustration of the topics learned by CCTM in ArsTechnica dataset. In each box of the �rst level, top 10 words are
selected from a global topic encoded by βk ; and in the second level, top 10 words from six randomly selected article-comment
threads by ϕk accordingly. �e article’s title is labeled under each leaf node. Word clouds are used to to highlight the content
of selected articles and comments on the second level. �e inferred topic distributions in articles and comments are shown at
the bottom of this �gure.

about the same topic, which can be con�rmed from its word con-
tent “HIV, mutation, transplant” highligted in the word cloud. On
the other hand, comment 2 1 has fewer words related to “health,
HIV”, but its content spreads out on words like “pay,” “access,” and
“point”. Consistently, the inferred topic distribution of comment
2 1 is less concentrated on topic 3. �is comment actually covers
topics that are rarely mentioned in article 2, such as topic 4 and 9.
�ese observations con�rm that CCTM is able to identify diverse
topic compositions in comments by not restricting the topics in
comments as a subset of those in articles, but only treating topics
in articles as a prior to the topics in comments.

4.2 Perplexity
Perplexity is a standard metric evaluating the predictive power of
a probabilistic model, and it is computed as the exponentiation of
the model’s entropy on held-out data. A low perplexity indicates
the model is good at predicting unseen data.

To compute perplexity in the commented data, we preserve a
portion of article-comment threads as training data for estimating
the model parameters, such as {αA,αC , βk=1:K } in CCTM. �en we
apply the learned model on the rest part of collection for topic infer-
ence and likelihood computation. We varied the number of topics,
performed ten-fold cross validation in each train/test separation,
and reported the resulting perplexity on both evaluation datasets
in Figure 5. One important parameter in all topic model based

solutions is the number of topics. In our experiment, we varied the
number of topics in all models and used perplexity as the metric to
select the optimal se�ings. We found in most of cases, this se�ing
did not a�ect the relative comparison of these models’ perplexity
results too much in both of our evaluation datasets. Consequently,
we set the topic size to 15 in ArsTechnica dataset and set it to 80 in
Yahoo! News dataset for all models in all our reported experiments.

From the results, we can observe that CCTM outperformed all
baselines. �e major reason of this low perplexity is that CCTM
utilizes the DCM distribution to model topics, which provides suf-
�cient �exibility for the article-comment thread speci�c topics to
exploit local word co-occurrence pa�erns. But all the other topic
models (except CorrLDA+) have to use globally shared topics in
modeling the articles and their comments, which limits their ability
to model unseen data. �is conclusion can be further con�rmed
by CorrLDA+, where DCM distribution replaces the global multi-
nomial distribution to model topics. Its perplexity is signi�cantly
lower than other baselines.

However, this standard de�nition of perplexity does not consider
the whole story about correspondence modeling in the commented
data: in such held-out testing data, the whole article-comment
thread is available for topic inference. A good correspondence mod-
eling method should be able to be�er predict the unseen document,
immediately when some portion of the document becomes avail-
able. To make a more comprehensive comparison, we utilize partial
perplexity [22, 29] to measure the performance of these models.
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Figure 5: Perplexity on ArshTechinica and Yahoo! News datasets.
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Figure 6: Partial Perplexity on ArshTechinica and Yahoo! News datasets.

To calculate partial perplexity, we further divide each article and
comment in the test set into two parts. One part is used to infer
the topic proportion of the document, a.k.a. inferring part, and
the other part is used to compute the perplexity, a.k.a. perplexity
part. �is metric can avoid over��ing the test data, because the
perplexity part is not used for inference.

We vary the ratio of inferring part to have a thorough insight
about the performance of these models. At each ratio se�ing, per-
plexity is obtained via a ten-fold cross validation in each model.
�e results are shown in Figure 6.

Again CCTM achieved the best predictive capability against all
baselines. It implies that our model characterizes the commented
data more accurately due to be�er modeling of the correspondence
structure. In addition, there is a clear gap between CCTM and its
two simpli�ed variants: CCTM- and CorrLDA+. �at suggests both
topic-level prior design and word-level DCM design account for
the improvement over existing approaches. We can also notice that
the impact of these two designs varies with respect to the ratio
of inferring part. For example, on Yahoo! News dataset, when
30% of document content (including both article and comment) is
used to infer the topic distribution, the gap between CorrLDA and
CorrLDA+ is smaller than the gap between CorrLDA+ and CCTM,
and the perplexity of CorrLDA+ is worse than CCTM-. �at means
the topic-level prior design plays a more important role than the
local topic-word distribution design when only a few words are
observed. �is is expected that with fewer observations, the local
word repetition pa�ern cannot be fully observed, and the topic

assignment in comments gets more in�uence from the article, as
the articles tend to be longer than comments in general. On the
other hand, when 80% of document content is used to infer the topic
distribution, the gap between CorrLDA and CorrLDA+ becomes
larger than that between CorrLDA+ and CCTM, and the perplexity
of CorrLDA+ is be�er than CCTM-. It means that when su�cient
amount of words are observed, the thread-speci�c word burstiness
pa�ern becomes more prominent, and thus the in�uence of DCM
on perplexity is enhanced. �e same conclusion can be drawn from
both ArsTechnica and Yahoo! News datasets.

4.3 Detecting spam comments
Accurately �ltering spam comments is an important task in assisting
users digest the commented data. In ArsTechnica dataset, comments
are exhaustively annotated with the corresponding sentences in
the articles. As a result, we treat the comments without any aligned
sentence in the article as irrelevant to the discussion thread, or spam
comments. We assume spam comments should be more distinct
from the article than the normal ones in terms of topical relatedness.

We adopt cosine similarity to measure the distance between the
topic distribution in a comment and that in an article. �e smaller
the cosine similarity is, the more likely a comment is a spam. To
study the performance of spam detection under di�erent similarity
thresholds, we report the precision and recall curve of each model
in Figure 7, where ten-fold cross validation is performed.
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Figure 7: Performance of spam comment detection.

In this dataset, 1483 of 2897 comments are not aligned with any
sentence in the article, and therefore are considered as spams. We
can observe that at every recall level, CCTM achieved improved
precision against all other models. CorrLDA restricts the topics
of comments only to the existing topics in articles; but with the
existence of spam comments, this restriction undermines the quality
of learned topic distribution in comments and makes it di�cult to
recognize the spam comments. LDA independently models articles
and comments, so that it can hardly capture the correspondence
in commented data due to the vocabulary gap. Both CCTM- and
CorrLDA+ performed worse than CCTM. CCTM- does not utilize
the local word burstiness pa�ern, so that it cannot recognize the
comments that use globally less popular words to describe the same
topic in the articles. As a result, its precision tends to be lower at
the same recall level. CorrLDA+ fails to assign unseen topics in
an article to its comments although CorrLDA+ is able to capture
the local topics with globally less popular words, and thus fails to
detect spams as well.

SCTM is the best alternative model, which has a background
topic to accommodate irrelevant comments [7]. However, as topics
are globally shared in SCTM, it cannot leverage the thread-speci�c
word-level correspondence and thus performed worse than CCTM.
In addition, we can notice that SCTM has competitive precision
when the recall is low, but the precision drops very quickly with
increasing recall. Its precision gap to our CCTM model increases
quickly too. When higher recall is required, the di�culty in detect-
ing spam comments increases. A slower decrease in precision of
our model means it outperforms other models not only on detecting
obvious spam comments, but also on subtle ones via learning more
accurate topical representation of comments and articles.

4.4 Retrieving comments for targeted
sentences in articles

Retrieving relevant comments for a given sentence in a news article
helps readers to track others’ opinions and acquire complementary
information about the article content. We consider a sentence from
an article as a query and rank all the associated comments by the
likelihood of generating this sentence given the inferred topics in
comments [28]. We believe be�er correspondence modeling leads
to be�er retrieval performance. In order to verify this, we employed
three standard ranking metrics, Mean Average Precision (MAP),

Table 2: Retrieval performance in ArsTechnica dataset.

Model MAP NDCG P@3
LDA 0.605 0.708 0.295

CorrLDA 0.592 0.698 0.288
CCTM- 0.600 0.704 0.290

CorrLDA+ 0.598 0.703 0.290
SCTM 0.616 0.716 0.296
CCTM 0.632∗ 0.728∗ 0.312∗

∗ p-value<0.05

Table 3: Retrieval performance in Yahoo! News dataset.

Model MAP NDCG P@3
LDA 0.639 0.782 0.520

CorrLDA 0.643 0.799 0.541
CCTM- 0.662 0.793 0.555

CorrLDA+ 0.613 0.764 0.486
SCTM 0.587 0.753 0.486
CCTM 0.678∗ 0.816∗ 0.590∗

∗ p-value<0.05

Normalized Discounted Cumulative Gain (NDCG), and Precision at
3 (P@3), to measure the retrieval performance of di�erent models.

Speci�cally, the likelihood of generating a sentence s from a com-
ment c can be computed as p (s |c ) =∏

w ∈s
∑
z p (w |z)p (z |c ), where

p (z |c ) represents the posterior topic distribution in the comment
and p (w |z) represents the word distribution of topic z. For LDA,
CorrLDA, CCTM- and SCTM, p (w |z) is obtained from word distri-
butions in global topics. And for CorrLDA+ and CCTM, p (w |z) is
obtained from the word distributions in local topics.

In ArsTechnica dataset, we used existing annotations as ground-
truth for relevance judgment. A�er removing sentences which are
not annotated with any relevant comments, we have 2193 annotated
sentences as queries. �e results are reported in Table 2 and paired
t-test is performed between the best and second best performing
algorithms under each performance metric.

For the Yahoo! News dataset, there was no annotation. We
used Amazon Mechanical Turk to obtain the relevance judgment of
comments to sentences in a set of randomly selected news articles
(as this data set is too large to perform exhaustive annotation). In
particular, we chose the annotation candidates by pooling di�erent
algorithms’ inferred correspondence pairs between a sentence and
a comment. Each algorithm picks top 5 comments for 56 selected
sentences from 19 news articles. To make the selected sentences
representative, we kept the �rst sentence of the selected article
selected as it usually serves as an abstract of the news report. And
we also included the sentence that was associated with the largest
pooled comment set. �is indicated the models disagreed on the
mapping for this sentence; and therefore it best di�erentiated dif-
ferent algorithms’ ranking quality. Crowd sourcing workers were
asked to give relevance label of each sentence-comment pair in
�ve levels including (1) bad - totally irrelevant; (2) fair - not quite
relevant; (3) good - somehow relevant; (4) excellent - relevant; and
(5) perfect - exact match. �en we treat “bad” and “fair” as irrele-
vant while regarding the rest as relevant in relevance based ranking
metrics (i.e., MAP and P@3). For each comment-sentence pair, we
required at least three out of �ve workers to agree on the judged
relevance, otherwise we would ignore the annotated pair. Majority



vote was used to determine whether a comment is relevant to the
sentence. As a result, we obtained 786 valid annotations for 428
comments with respect to 48 sentences. In average each sentence
was ranked against 9 comments. �e ranking performance of mod-
els is reported in Table 3, and the same t-test was performed to
con�rm the statistical signi�cance of the comparison.

From the results, we can observe that CCTM achieves the best
ranking performance under these three metrics on both datasets.
SCTM performs the 2nd best in ArcTechnica dataset, and CCTM-
is the runner-up in Yahoo! News dataset. Both of them under-
performed CCTM due to their inability to leverage the local word
burstiness pa�erns. In detail, we can �nd that CorrLDA was pe-
nalized in this retrieval evaluation, because of its overly restricted
correspondence assumption between articles and comments. Since
LDA model does not model the correspondence structure, it ranked
comments solely based on the globally shared topic distribution
and thus performed worse than CCTM.

5 CONCLUSION
In this paper, we developed a Commented Correspondence Topic
Model to model correspondence structure in commented data. Both
topic-level and word-level correspondence are explicitly captured
by introducing the topic assignments in commented articles as the
prior to their comments’ topic proportions and utilizing Dirich-
let compound multinomial distribution to capture the local word
repetition pa�erns. And, for the �rst time, we performed hypoth-
esis test to verify the phenomena of word burstiness also exists
in the commented data. Empirical evaluations on two large text
corpora con�rmed the e�ectiveness of the proposed model in corre-
spondence modeling, and its utility in mining such user-generated
comments. Although we took commented news data as case study,
the developed model can be potentially applied to many other types
of text data with correspondence structure, such as forum discus-
sions, social media comments and product reviews.

Currently, our model does not directly model the relationship
among comments, which are not independent in practice as users
might form groups and discuss via commenting on each other’s
posts. It is necessary to capture the correspondence at this level
as well. In addition, our solution does not model sentences in
articles, which limits its resolution in recognizing �ne-grained
correspondence between articles and comments. In our future
work, we will add sentence structure into correspondence modeling.
Furthermore, our empirical evaluation in this work mostly focused
on commented news data; but the developed solution is not limited
to such data. It is necessary to explore its applicability in other
types of user-generated commented data, and identify new insights
of correspondence structure there.
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