CS4102 Algorithms

Warm up

Can you cover an 8X8 grid with 1

sguare missing using “trominoes?”
Can you cover this?

. With these?




Office Hours

Mondays, 10am-11am, 2-4pm

12 PM
Alex OH

10 AM
Robbie's Office Hours
Rice 210

11 AM
Nate's OH

1215 PM
Grace's OH

2PM
Robbie's Office Hours
Rice 210

6:30 PM
Kaan's OH

9:30 AM
Lecture (Hott)

12:30 PM
Lecture (Wu)

2PM
Lecture (Hott)

3:30 PM
Jonathan's OH

6:30 PM
Kaan's OH

1AM
Nate's OH

3:30 PM
Alex OH

9:15 AM
9:30 AM Tao's Office Hour
Lecture (Hott)

11 AM
Grace's OH

12:30 PM
Lecture (Wu)

2PM
Lecture (Hott)

3:30 PM
Jonathan's OH



Today's Keywords

Recursion
Recurrences
Asymptotic notation
Divide and Conquer
Trominoes

Merge Sort



CLRS Readings

 Chapters3 &4



HomMeworks

* HwWO due 11pm Tuesday, Sept 2
— Submit 2 attachments (zip and pdf)

* Hw1 released Tuesday, Sept 2
— Due 11pm Thursday, Sept 12
— Written (use Latex!)
— Asymptotic notation
— Recurrences
— Divide and conquer



Attendance

* How many people are here today?
* Naive algorithm
1. Everyone stand
2. Professor walks around counting people
3. When counted, sit down
* Runtime?
— Class of n students
— O(n)
 Other suggestions?



Good Attendance

0(n)



Better Attendance

What was the
run time of this
algorithm?

1. Everyone Stand

What are we

2. |Initialize your “count” to 1 .
going to count?

Greet a neighbor who is standing: share your name, full date of
birth(pause if odd one out)

If you are older: give “count” to younger and sit.
Else if you are younger: add your “count” with older’s

If you are standing and have a standing neighbor, go to 3




Attendance Algorithm Analysis

CE e A e e

T(n)= 1 1 T("/z)

Constant Initialization

Tn)=1+1+ T(n/z) How can we “solve” this?
T(1) =3 Base case?

Do not need to be exact, asymptotic bound is fine.
Why?



| et’'s solve the recurrence!
Joaf= k (.57

T(1) =3 Special case: n = 2%

— k

log,n

T(n) =3+ z 2=2log,n+3
1=0



What if n # 2¢7?

 More people in the room - more time

—V0<n<mTn) <T(m), where 2K < n < 2k+1 =,
e, k<logn<k+1

—T(n) <T(m) = T(Zk“) = T(Z[logz "]) = 2 [log, n| +3 = 0(logn)

Y4

These are unimportant.
Why?



Asymptotic Notation”

* 0(g(n)
— At most within constant of g for large n
— {functions f|3 constants c,ny > 0s.t.Vn > n,y, f(n) < c-gn)}

+ Q(g(n))
— At least within constant of g for large n
— {functions f|3 constants c,ny > 0s.t. Vn > ny, f(n) = c- gn)}

+ 0(gm)

— “Tightly” within constant of g for large n

- Q(g(m) n0(g(n)

*CLRS Chapter 3



c2g(n)
f(n)

clg(n

Nno

f(n) =0(g(n))

f) =06(gm)

f(n) = Q(g(n)



Asymptotic Notation Example

* Show: nlogn € 0(n?) 0(30‘\3‘@13@/%”) ¥n>ne, +o és("\d
Acne 701 Na>n, nlgn S ceop®
led c=4, no=1
< {log i = py=1-1 He gy e-got
«C(\\ 11"3 O 9)0 D & i—'f’"i,
dnone=L
A logn < gt

T‘I\Qrz‘;\{ VdDﬁ"\ € D(V‘Z\



Asymptotic Notation Example

Direct Proof!
* To Show: nlogn € 0(n?) TEE TR0

— Technique: Find ¢,ny > 0s.t. Yn > ny,nlogn < ¢ - n?

— Proof: Letc =1,ny, = 1. Then,
ny logny, = (1) log (1) =0,
cng=1-1%2 =1,
0<1.

vn > 1,log(n) <n=>nlogn <n* O



Asymptotic Notation Example

* Show:n? ¢ 0(n) OU&&"?P Ae,n>0  Wavne Kl £ Q)¢ §

(n,,c'. kssomil\ﬂ ne ¢ O(.V\\ ’YL\M 3C,f\o>oi ¥ >ne [1_7’ éC_.' n.

Ys&éW( | |et X‘-V"‘OK(E_»no\Jri_—_ =D x 2 C
nsc

czn X% < CeX

Cis nob 4 wnglnt, Comtadictisn, « £C  vdicen
Moo 0* & B(n) | Aloclce  v* & O(n)



Asymptotic Notation Example

* To Show: n? ¢ 0(n) Proof by
— Technique: Contradiction Contradiction!

— Proof: Assume n? € O(n). Then3c,ny > 0s.t.Yn > ny,n* < cn
Let us derive constant ¢. Foralln > ngy > 0, we know:
cn > n?,
c = n.

Since c is dependent on n, it is not a constant.
Contradiction. Therefore n? ¢ 0(n). O



Proof lechnigues

Direct Proof \/

— From the assumptions and definitions, directly derive the statement

Proof by Contradiction \/

— Assume the statement is true, then find a contradiction
Proof by Cases

Induction



Asymptotic Notation

* o(g(n))

— Below any constant of g for large n
— {functions f|V constants ¢, Iny s.t. Vn > ny, f(n) < c - g(n)}

* w(g(n))

— Above any constant of g for large n
— {functions f|V constants ¢, Iny s.t. Vn > ny, f(n) > c - g(n)}

. H(g(n))?
—o(g(m)) Nw(gn)) =0



Asymptotic Notation Example

» 0(g(n)) = {functions f|V constants ¢, 3n; s.t. Yn > ngy, f(n) < ¢ - g(n)}
* Show:nlogn € o(n®)
femdnso, don i < Co?

v\l%n 4 C',*V\\?k

103"\ < CW i locjv\ _ O
logn lim n
" "ar)e o)

’\"I‘Qf&(lé nlgn € D(V‘Z)



Asymptotic Notation Example

» 0(g(n)) = {functions f|V constants ¢, Ing s.t. Vn > ng, f(n) < ¢ - g(n)}

* To Show: nlogn € o(n?)
— givenany c findang > 0s.t. Vn > ng,nlogn < ¢ - n?

— Find a value of n in terms of c:

« nlogn < ¢ - n?

e logn<c-n

. logn

<cC

n

— For a given c, select any value of ny such that T <cC



Trominoes Puzzle Solution

Zn

271

What about larger boards?



Trominoes Puzzle Solution

Divide the board into quadrants



Trominoes Puzzle Solution

Place a tromino to occupy the three
guadrants without the missing piece



Trominoes Puzzle Solution

g

Each quadrant is now a smaller subproblem




Trominoes Puzzle Solution

Solve Recursively



Divide and Conguer

Our first algorithmic technique!



Trominoes Puzzle Solution




Divide and Conquer”

When is this a
good strategy?

:ili=

* Divide:
— Break the problem into multiple subproblems, each smaller instances of
the original

* Conquer:

— |f the suproblems are “large”:

* Solve each subproblem recursively -

— |f the subproblems are “small”:
e Solve them directly (base case)

* Combine:
— Merge together solutions to subproblems

*CLRS Chapter 4




