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Abstract—Shortest path query is one of the most fundamental and classic problems in graph analytics, which returns the complete shortest path between any two vertices. However, in many real-life scenarios, only critical vertices on the shortest path are desirable and it is unnecessary to search for the complete path. This paper investigates the shortest path sketch by defining a top-k critical vertices (kCV) query on the shortest path. Given a source vertex s and target vertex t in a graph, kCV query can return the top-k significant vertices on the shortest path SP(s,t). The significance of the vertices can be predefined. The key strategy for seeking the sketch is to apply off-line preprocessed distance oracle to accelerate on-line real-time queries. This allows us to omit unnecessary vertices and obtain the most representative sketch of the shortest path directly. We further explore a series of methods and optimizations to answer kCV query on both centralized and distributed platforms, using exact and approximate approaches, respectively. We evaluate our methods in terms of time, space complexity and approximation quality. Experiments on large-scale real-world networks validate that our algorithms are of high efficiency and accuracy.
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1 INTRODUCTION

Recent researches have concentrated on statistical characteristics of networked systems such as social networks [1], web graphs [2] and road networks [3], [4], [5], [6], [7]. Among them, point-to-point shortest distance and path queries are fundamental problems for numerous applications [8], [9], [10], [11], [12]. However, traditional solutions such as Dijkstra algorithm [13] cannot be widely applied due to its inefficiency on sizable graphs. Hence, various approaches have been proposed to efficiently solve shortest path problem in big graphs [14], [15], [16], [17]. State-of-the-art shortest path algorithms [18], [19], [20] mainly aim to find the whole path, whereas at most time, people are only interested in several crucial parts (e.g., a few key vertices) on the shortest path. For example, most travelers only care about trade centers or transportation hubs in their routes. Based on this phenomenon, researchers start to focus on the algorithms of shortest path sketch. A recent one is k-skip [21] query, which returns P′, a subset of the vertices on the shortest path P. P′ contains at least one vertex from every k consecutive vertices in P.

This paper studies another variant of the shortest path sketch. We propose a top-k critical vertices (kCV) query on the shortest path between a given pair of vertices, which can return the top-k significant vertices on the shortest path. The significance of each vertex can be determined by several factors, and we will introduce them in detail later. kCV query can benefit people in many ways. For instance, on road networks, kCV query can help the travelers to identify the shortest path in a fast way, because in most cases the travelers already have a previous knowledge of the most important vertices on the shortest path, which are often the well-known places. Besides, sometimes when two friends need to meet each other in some landmarks, kCV query is a good way for them to find a list of popular places on their shortest path to meet, for example, a big shopping mall. On social networks, those people with lots of followers can be regarded as high-significance vertices. Users are interested in the social stars and celebrities on their chains of connection. We denote the k critical vertices returned by kCV query as kCV objects.

Fig. 1 illustrates an example of a 3CV query with source vertex s and target vertex t on their shortest path SP(s,t). Suppose the upper vertices are more significant, the query returns critical vertices v1, v2, v3 successively.

In this paper, we study on different methods to answer kCV query on centralized and distributed platforms respectively and implement them with high efficiency. Vertices should be ordered according to the definition of significance. Intuitively, significance describes the importance of each vertex and can be defined by various criteria. For example, the degree or betweenness centrality of vertices could be a good indicator for vertex significance.

In order to answer kCV query, we adapt label-based strategy [22][23] for the preprocessing. These are feasible labeling algorithm based on distance oracle. Distance oracle
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is an auxiliary data structure generated in preprocessing in order to accelerate distance queries between any pairs of vertices. A practical distance oracle is constructed with affordable time and space cost, and it is supposed to answer the distance query with high accuracy in constant time. If taking vertex order into consideration, distance oracle could be utilized to answer $k$CV query by storing the highest significance vertex on the shortest path of every pair, which is the fundamental idea of our basic method to answer $k$CV query.

In most cases, for a distance oracle, more efficient query requires longer preprocessing time, and higher accuracy results need more time and space consumption. By different ways of constructing the distance oracle, the trade-off between accuracy and cost in time and space, and the trade-off between time consumption in preprocessing and query could be both adjusted.

The above basic method has some unnecessary overhead in the query (see details in Section 4.3.2), and hence we propose an optimization to improve the efficiency by modifying the way of distance oracle construction. With this optimization, we can save the query time by reducing some extra operations, and this acceleration of query is clearly observed in the experiments on real networks. But on the other hand, it costs higher time and space consumption in preprocessing.

To achieve better performance, we propose two parallel approaches to $k$CV query. The first method utilizes multi-threading technique for parallel acceleration. With a slight loss of optimality, the multi-threading method can improve the efficiency dramatically with the increment of the number of threads. Second, we leverage specialized distributed processing systems [24], [25], [26], [27], [28] for acceleration, in which delicate designs are provided to fully utilize the features of the distributed framework. In order to better utilize the capability of distributed processing, we also explore and implement top-$k$ batch query ($k$BCV query) distributively, which can afford a large number of approximate $k$CV queries on all pairs in a set of vertices, applying reverse labeling and pruning methods.

In all, the main contributions of our work can be summarized as follows:

- We propose $k$CV query and explore a series of relevant techniques to solve it. This is the first study about $k$CV query to the best of our knowledge.
- We explore a basic method to answer $k$CV query and implement it on centralized platform, which computes the score of the vertex significance, sorts and outputs the $k$CV objects on shortest path with time complexity $O(dk|L|)$, where $d$ stands for the average degree of vertices in the graph.
- We propose pure-labeling method, which also returns exact $k$CV objects and performs faster than basic method by a constant factor $d$, reduces time complexity of query from $O(dk|L|)$ to $O(k|L|)$, but requires longer preprocessing time.
- We design a parallel method with multi-threading technique. Compared with the above methods returning exact answers, multi-threading method is much more efficient but incurs a little sacrifice of accuracy (but also acceptable). The speedup can reach $k/\log (\alpha k)$, where $\alpha$ is a parameter which determines the tradeoff between time and accuracy.
- We explore $k$BCV query, which can support quantities of $k$CV queries on every pair of vertices in a set distributively. By adopting distributed computing, experimental results show that the algorithm is of good efficiency.

The rest of this paper is organized as follows. Section 2 shows some related work. Section 3 gives several definitions mentioned in this paper. Section 4 studies techniques for $k$CV query on centralized platform, while Section 5 introduces $k$BCV query on distributed platform. Section 6 presents our experimental evaluations. We make a conclusion in Section 7.

## 2 RELATED WORK

### 2.1 Dijkstra and Bi-Directional Dijkstra

**Dijkstra.** Dijkstra [13] is a classical algorithm to solve shortest path problem, which can be applied to graphs with non-negative edges. Given an input directed graph $G = (V, E)$, in order to find $SP(s, t)$, the algorithm starts at the source vertex $s$, traverses other connected vertices in ascending order of distance. Dijkstra keeps a priority queue to get the minimal distance from $s$ to all unselected vertices and uses a set $S$ to store the vertices which have been selected. Initially, both $S$ and the priority queue are empty. In every iteration, choose the unselected vertex $v \in V \setminus S$ with minimal distance $d(s, v)$ from the priority queue, add $v$ into $S$, and store $d(s, v)$ as the shortest distance between $s$ and $v$. For each neighbor $w$ of $v$, update the distance $d(s, w) = \min\{d(s, w), d(s, v) + l(v, w)\}$. When the target vertex $t$ is visited, $SP(s, t)$ has been found. The asymptotic time consumption of Dijkstra is $O(m + n \log m)$, where $n$ is the number of nodes, and $m$ is the number of edges.

**Bi-Directional Dijkstra** [29]. For query $(s, t)$, in bi-directional Dijkstra, a forward search from $s$ and a reverse search from $t$ will start simultaneously. Both of them are Dijkstra searches but in opposite directions. Vertices are visited in ascending order of $r_s(v) = \min\{d(s, v), d(v, t)\}$. With these two searches, bi-directional Dijkstra is much more efficient than the traditional Dijkstra. Many state-of-the-art shortest path algorithms [30], [31] are based on bi-directional Dijkstra.

### 2.2 Contraction Hierarchies

Contraction hierarchies (CH) [30] is a preprocessing-based shortest path algorithm which exploits hierarchical index. In preprocessing, CH calculates distances between some pairwise vertices, then uses the results to accelerate the query. Concretely, CH contracts the vertices in bottom-up order and adds shortcuts to ensure the correctness of shortest distance
3 PROBLEM DEFINITION

A real world network can be considered as a directed weighted graph \( G = (V, E) \), where \( V = V(G) \) is the set of all the nodes, and \( E = E(G) \) is the set of all the edges. There is a weight function \( E \rightarrow \mathbb{R}^+ \) to map each edge to its weight. We use \( n = |V| \) to denote the number of vertices and \( m = |E| \) to denote the number of edges. The weight of edge \( e \) is denoted as \( l(e) \).

For any \( s, t \in V \), our sketch of \( SP(s, t) \), which is denoted as \( SP^*(s, t) \), consists of the top-k critical vertices in \( SP(s, t) \), where \( k \) is a user-defined integer.

Definition 1 (Significance). Every vertex \( v \in G \) has a significance. Significance of \( v \), denoted as \( sg(v) \), can be regarded as the importance of \( v \). Without loss of generality, we assume that for any \( u, v \in V \), \( sg(u) \neq sg(v) \). If \( sg(s) > sg(t) \), significance of \( s \) is higher than \( t \), which means \( s \) is more significant than \( t \).

Definition 2 (Top function). \( Top(S) \) stands for the highest-significance vertex in \( S \), where \( S \) is a set of vertices.

\[
Top(S) = \arg \max_{v \in S} sg(v)
\]

Similarly, for a path \( P(u, v) \), also denoted as \( P_{uv} \), we define \( Top^*(P_{uv}) \) as the highest-significance non-end point vertex on \( P_{uv} \):

\[
Top^*(P_{uv}) = \arg \max_{v \in V(P_{uv}) \land v \neq u, v} sg(v)
\]

Definition 3 (kCV Query). The input of top-k critical vertices (kCV) query is a quadruple \((G, s, t, k)\), where \( k \) is the user-defined number of required critical vertices \((k > 0)\). The result is an array \( \{v_1, d(s, v_1), v_2, d(s, v_2), \ldots, v_k, d(s, v_k)\} \).

These kCV objects make up \( SP^*(s, t) = v_p_1 \rightarrow \cdots \rightarrow v_p_k \), where \( p_1 \sim p_k \) are the orders of kCV objects sorted by their actual positions on \( SP(s, t) \). If \( |V(SP^*)| \leq k \), then \( SP^* \) is exactly the complete shortest path, in this case \( SP^*(s, t) = SP(s, t) \). We mark \( kCV \) objects as \( kTop(s, t) = \{v_1, \ldots, v_k\} \), where \( sg(v_1) > sg(v_2) > \cdots > sg(v_k) \).

Our problem can be described straightforward: returning the top-k highest-significance vertices on the shortest path between the given pair.

In Table 1, we present all the symbols used in this paper. The idea of significance is related to hierarchical strategy. CH [30] is an example which adopts hierarchical index. For a CH shortest path query \((s, t)\), a bi-directional search runs from \( s \) and \( t \) with shortcuts, which is bottom-up, i.e., the search visits vertices from lower to higher significance on \( SP^*(s, t) \) in \( G^* \). However, our goal is contrary to CH. We need a top-down search to quickly get the top vertices on shortest paths. For simplicity of description, in following sections we assume that the shortest path is unique, but we can also handle the case of multiple shortest paths, which will be discussed in Section 4.3.3.

4 CENTRALIZED SOLUTIONS TO kCV QUERY

4.1 Overview

On centralized platform, we propose three algorithms for kCV query, consisting of both exact and approximate
methods. Exact solutions include the basic and the pure-labeling methods. To further improve the query efficiency, we explore an approximate approach with multi-threading technique, which can also achieve high accuracy and dramatically enhance the efficiency. All these three methods follow similar intuitions: rely on the preprocessed distance oracle, \( SP(s, t) \) is split into subpaths progressively, and we add the critical vertices found on the subpaths into \( ktop(s, t) \) in top-down order. We will give the proof for the correctness of our algorithms.

4.2 Basic Method

4.2.1 Preprocessing

We adopt hierarchical hub labeling [35] for the preprocessing to accelerate \( kCV \) query. The preprocessing consists of two parts: vertex ranking and label construction. We rank vertices with some predefined measure criteria of significance to obtain a total order of all \( v \in V \); then we construct hierarchical labels for each vertex, including the forward label \( L_f(v) \) and reverse label \( L_r(v) \), ensuring that for any pair \((s, t)\), \( Top(SP(s, t))\) is in both \( L_f(s) \) and \( L_r(t) \). The online query is based on this offline preprocessing.

**Vertex Ranking.** In researches on the topology of networks, measuring the significance of vertices is fundamental. For \( kCV \) query, ranking vertices by their significance is quite essential for our subsequent algorithms because \( kCV \) query focuses on the significance of vertices; i.e., our query is order-sensitive. Denote the rank of vertex \( v \) as \( r(v) \), where \( r(v) \in \{0, 1, \ldots, n - 1\} \). A vertex \( u \) is the lowest-significance vertex if \( r(u) = 0 \).

We list some typical criteria for vertex ranking on networks as follow:

(1) Degree: the degree (including in-degree and out-degree) of \( v \) is the number of edges incident to \( v \). Vertices with higher degree tend to be more significant in most cases.

(2) Betweenness centrality (betweenness): this is a common and representative standard to measure the significance of vertices, applied widely in networks. Betweenness centrality of vertex \( v \) can be computed by this expression:

\[
\text{betweenness}(v) = \sum_{s \neq t \neq v} \frac{\sigma_{st}(v)}{\sigma_{st}}
\]

where \( \sigma_{st} \) is the number of the shortest paths from vertex \( s \) to vertex \( t \). \( \sigma_{st}(v) \) is the number of the shortest paths from \( s \) to \( t \) which pass \( v \).

(3) Stress centrality: the number of the shortest paths that pass through the vertex.

\[
\text{stress}(v) = \sum_{s \neq t \neq v} \sigma_{st}(v)
\]

If we keep a shortest path tree \( SPT(v) \) for every \( v \in V \) (if the shortest paths are not unique, keep a DAG), and denote the set of the descendants of \( w \) (including \( w \)) in \( SPT(v) \) as \( \text{descendants}(w, SPT(v)) \), then \( \text{stress}(w) \) can be estimated by:

\[
\text{stress}(w) \approx \sum_{v \in V} |\text{descendants}(w, SPT(v))|
\]

In label-based algorithms, the ranking criterion is a main factor to determine the label size. Consequently, it has a marked impact on query efficiency and space consumption. The ranking criterion we apply should: 1) evaluate the vertices in a reasonable and meaningful way, i.e., the criterion cannot be set randomly or aimlessly, instead, it must reflect realistic meanings for the users; 2) try to improve the label quality and reduce the time and space consumption in query.

Fortunately, researches [30], [36], [38] have shown that the two requirements have common ground and comparability in practice. Although finding a rank for optimal HHL is an NP-complete problem [39], there are some polynomial-time approximation algorithms [35], [36] for smallest labeling. In our implementation, we adopt the ranking methods in [30], [36], first use the preprocessing of CH to contract the low-significance vertices and reduce the size of \( G \) to get a much smaller remained graph \( G' \) containing only the top-\( L \) vertices, then reorder these vertices with selected criteria. Finally, combine the reordered top-\( L \) vertices and the rest ones to get the total order.

**Label Construction.** With a given total order, labels should be generated for each vertex. A naive method is running Dijkstra from every vertex \( u \) and putting \((u, d(u, v))\) into \( L(v) \) for each \( v \in SPT(u) \). A much more efficient way is pruning labeling (PL) [38], which is similar to Dijkstra, but can efficiently establish hierarchical labels with pruning. The main idea is: the initial labels are all empty; process vertices in top-down order (from the highest to the lowest significance); in every iteration, add a vertex into relevant labels. Specifically, when vertex \( u \) is processed, run two pruned Dijkstra:

**TABLE 1**

<table>
<thead>
<tr>
<th>Variable &amp; Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>Input graph</td>
</tr>
<tr>
<td>( V() )</td>
<td>The set of vertices on a path or graph</td>
</tr>
<tr>
<td>( E() )</td>
<td>The set of edges on a path or graph</td>
</tr>
<tr>
<td>( n )</td>
<td>The number of nodes in ( G )</td>
</tr>
<tr>
<td>( m )</td>
<td>The number of edges in ( G )</td>
</tr>
<tr>
<td>( l() )</td>
<td>Weight of edge</td>
</tr>
<tr>
<td>( N_{in}(v) )</td>
<td>The incoming neighbors of a vertex</td>
</tr>
<tr>
<td>( N_{out}(v) )</td>
<td>The outgoing neighbors of a vertex</td>
</tr>
<tr>
<td>( s(v) )</td>
<td>Significance of vertex</td>
</tr>
<tr>
<td>( SP() )</td>
<td>Shortest path</td>
</tr>
<tr>
<td>( k )</td>
<td>The number of user-defined required critical vertices</td>
</tr>
<tr>
<td>( ktop() )</td>
<td>The ( kCV ) objects on the shortest path</td>
</tr>
<tr>
<td>( SP^*(v) )</td>
<td>The sketch of the shortest path</td>
</tr>
<tr>
<td>( Top^*(v) )</td>
<td>The highest significance vertex in a set or a path</td>
</tr>
<tr>
<td>( \text{hop}(v) )</td>
<td>The number of hops on a path</td>
</tr>
<tr>
<td>( L_f() )</td>
<td>Forward label of a vertex</td>
</tr>
<tr>
<td>( L_r() )</td>
<td>Reverse label of a vertex</td>
</tr>
<tr>
<td>( SPT() )</td>
<td>Shortest path tree rooted at a vertex</td>
</tr>
<tr>
<td>( \psi(v) )</td>
<td>The function which returns the top vertex on a shortest path</td>
</tr>
<tr>
<td>( \psi'(v) )</td>
<td>The function which returns the top vertex (not endpoint) on a shortest path</td>
</tr>
</tbody>
</table>

(1) Degree: the degree (including in-degree and out-degree) of \( v \) is the number of edges incident to \( v \). Vertices with higher degree tend to be more significant in most cases.

(2) Betweenness centrality (betweenness): this is a common and representative standard to measure the significance of vertices, applied widely in networks. Betweenness centrality of vertex \( v \) can be computed by this expression:

\[
\text{betweenness}(v) = \sum_{s \neq t \neq v} \frac{\sigma_{st}(v)}{\sigma_{st}}
\]

where \( \sigma_{st} \) is the number of the shortest paths from vertex \( s \) to vertex \( t \). \( \sigma_{st}(v) \) is the number of the shortest paths from \( s \) to \( t \) which pass \( v \).

(3) Stress centrality: the number of the shortest paths that pass through the vertex.

\[
\text{stress}(v) = \sum_{s \neq t \neq v} \sigma_{st}(v)
\]

If we keep a shortest path tree \( SPT(v) \) for every \( v \in V \) (if the shortest paths are not unique, keep a DAG), and denote the set of the descendants of \( w \) (including \( w \)) in \( SPT(v) \) as \( \text{descendants}(w, SPT(v)) \), then \( \text{stress}(w) \) can be estimated by:

\[
\text{stress}(w) \approx \sum_{v \in V} |\text{descendants}(w, SPT(v))|
\]
(1) Start at vertex \( u \), run forward Dijkstra (only visiting outgoing edges), then for every vertex \( v \) visited by the search, run HL query on current partial labels to compute an estimated value \( d_k(u, v) \) for \( d(u, v) \). If \( d_k(u, v) \leq d(u, v) \), that means \((u, v)\) has been covered by previous hubs, thus the search can be pruned by ignoring \( v \) and \( v \)'s descendents. Otherwise, insert \((u, d(u, v))\) into \( L_r(v) \) and continue the search.

(2) Same as above, but in the opposite direction. Run reverse search (only visiting incoming edges) to construct forward labels.

After applying this algorithm on every vertex, hierarchical labels have been constructed in a top-down way.

### 4.2.2 Query

We first introduce several utility methods which help design the basic method, then we present the whole process and analyze the characteristics of this algorithm.

**ψ Operation.** For any pair \((u, v)\), we traverse \( L_f(u) \cap L_r(v) \) and find a subset \( V' \), where each \( v_i \in V' \) can minimize \( d(u, v_i) + d(v_i, v) \). Notice that \( Top(V') = Top(SP(u, v)) \), we select \( v_z = Top(V') \) and denote this operation as:

\[
\psi(u, v) = Top(\{v_i \in L_f(u) \cap L_r(v) \mid \arg\min_{v_i}(d(u, v_i) + d(v_i, v))\}) \tag{6}
\]

Operation \( \psi(u, v) \) can be considered as a function which can return \( Top(SP(u, v)) \).

**Assistant Query.** Assistant query aims to find the neighbors of a vertex \( v_z \) on the shortest path which passes through \( v_z \). To achieve it, we can exploit any distance oracle which supports high-efficiency shortest distance query. \( N_f(v_z, u) \) is defined as the set of all incoming neighbors of \( v_z \) on \( SP(v_z, u) \). By symmetry, \( N_f(v_z, v) \) is the set of all outgoing neighbors of \( v_z \) on \( SP(v_z, v) \). Take \( SP(u, v_z) \) as an example, for every incoming neighbor \( v_m \) of \( v_z \), we use an efficient subquery on pair \((u, v_m)\) to find \( d(u, v_m) \). If \( d(u, v_m) + d(v_m, v_z) = d(u, v_z) \), it means that \( v_m \in N_f(v_z, u) \). \( v_z \) is obtained in a similar way. Since HHL query [35] is an efficient way to get the shortest distance, we can adopt it in the assistant query method.

Some relevant definitions are listed as follows:

**Definition 4 (Strict partition).** Suppose path \( P \) is split into subpaths \( P_1, P_2, \ldots, P_z \), if \( V(P) = V(P_1) \cup V(P_2) \cup \ldots \cup V(P_z) \), and for any \( 1 \leq i \neq j \leq z \), \( E(P_i) \cap E(P_j) = \emptyset \), then \( P \) is strictly partitioned by these subpaths. For vertex pairs, \((s, t)\) is strictly partitioned by \((s_1, t_1), (s_2, t_2), \ldots, (s_z, t_z)\) iff there exist shortest paths \( P(s, t), P(s_1, t_1), \ldots, P(s_z, t_z) \) where \( (s, t) \) is strictly partitioned by \( P(s_1, t_1), P(s_2, t_2), \ldots, P(s_z, t_z) \).

The pseudo code of the basic method is presented in Algorithm 1. The query method is a divide-and-conquer process. \( SP(s, t) \) is split into many subpaths progressively. The algorithm starts with an empty array \( ktop = \emptyset \) (line 1), \( \psi(s, t) \) returns the 1st candidate vertex (line 2). We use a priority queue to store the candidate vertices, where the elements in the queue are served according to their significance (from higher to lower). In the i-th iteration, the priority queue pops out the highest-significance unselected candidate vertex \( x \), we select \( x \) as the i-th \( CV \) object (lines 4-5). Then, the subpath \((u, v)\) which passes through \( x \) is split into two ones by \( x \) (lines 6-8). Obviously \( x \) is the top vertex on both \( P(u, x) \) and \( P(x, v) \), thus \( \psi \) operations are meaningless on these two subpaths. Instead, we use assistant queries to find the neighbors \( m \in N_r(x, u) \) and \( n \in N_r(x, v) \). If the shortest paths are not unique, we break ties in favor of the higher-significance vertices. After that, \( P(u, v) \) is split into \( P(u, m) \) and \( P(n, v) \) (line 25). In a nutshell, the new subpaths which are split by last selected CV object are denoted as the active subpaths (initially, \( SP(s, t) \) is regarded as an active path). We do \( \psi \) operations on the active subpaths and add the top vertices on them into the priority queue as new candidate vertices (lines 13-14, 21-22). The algorithm runs iteratively and terminates when it returns all the \( CV \) objects.

**Algorithm 1. Basic Method of \( kCV \) Query**

1: \( ktop = \emptyset \)
2: queue.push(\( \psi(s, t) \))
3: while \( |ktop| < k \) and !queue.isEmpty do
4: \( x = queue.pop() \)
5: \( ktop.push(x) \)
6: Subpath \( sp = x.getSubpath() \)
7: Vertex \( u = sp.getStart() \)
8: Vertex \( v = sp.getEnd() \)
9: Distance \( d_{ux} = findDistance(u, x) \)
10: for \( m \in N_{in}(u) \) do
11: Distance \( d_{um} = findDistance(u, m) \)
12: if \( (d_{um} + l(m, x) = d_{ux}) \) then
13: Vertex \( top_{um} = \psi(u, m) \)
14: queue.push(\( top_{um} \))
15: end if
16: end for
17: Distance \( d_{nx} = findDistance(x, v) \)
18: for \( n \in N_{in}(x) \) do
19: Distance \( d_{nx} = findDistance(n, v) \)
20: if \( (d_{nx} + l(x, n) = d_{nx}) \) then
21: Vertex \( top_{nx} = \psi(n, v) \)
22: queue.push(\( top_{nx} \))
23: end if
24: end for
25: splitPath(\( sp, m, n \))
26: end while

Fig. 2 shows an example of the basic method to answer a 3CV query \((v_0, v_1)\). \( \psi \) operation on \( SP(v_0, v_1) \) returns the 1st CV object \( v_0 \) (in full-line red circle). With assistant queries, we find \( v_2 \in N_r(v_3, v_2) \) and \( v_1 \in N_f(v_3, v_1) \), then split \( SP(v_0, v_1) \)
into two active subpaths $SP(v_3, v_2)$ and $SP(v_4, v_5)$. In the 2nd iteration, candidate vertices $v_1$ and $v_5$ (in dotted-line red circles) are found and stored into the priority queue. The queue pops out $v_1$ as the 2nd CV object. The process stops when the 3CV objects $v_3, v_1, v_5$ are all returned.

### 4.2.3 Analysis on Basic Method

Denote the set of all the shortest paths between $(s, t)$ as $ASP(s, t)$. We have following analysis on the basic method:

**Lemma 1.** With labels established in the way introduced in Section 4.2.1, the vertex returned from operation $\psi$ is the highest-significance vertex on all shortest paths of the given pair.

**Proof.** As introduced in Section 4.2.1, we construct labels in top-down order, therefore, the higher-significance vertices are put into the labels earlier and cannot be pruned later, thus the top vertex on all shortest paths in $ASP(s, t)$ must be in both $L_f(s)$ and $L_r(t)$.

We can imply Theorem 1 from Lemma 1:

**Theorem 1 (Correctness of Basic Method).** The answer of the basic method for kCV query $(s, t)$ is exactly the kCV objects on $SP_i(s, t) \in ASP(s, t)$, where $SP_i(s, t)$ is the shortest path which breaks ties in favor of the higher-significance vertices.

**Proof.** If the shortest path $SP(s, t)$ is unique, considering that we retrieve the kCV objects in top-down order, the top $k$ selected vertices are exactly the kCV objects. If the shortest paths are not unique, suppose in the $g$th iteration, the top $g - 1$ CV objects $v_1, v_2, ..., v_{g-1}$ have been selected, and all current subpaths are $P(s_1, t_1), P(s_2, t_2), ..., P(s_z, t_z)$ (the subpaths may not be unique), notice that $(s, t)$ is strictly partitioned by the top $g - 1$ CV objects (consider them as $g - 1$ pairs of the same vertex) and the pairs $(s_1, t_1), (s_2, t_2), ..., (s_z, t_z)$, thus the $g$th CV object must be on one of the subpaths. Denote the set of all current candidate vertices as $cdd(s, t)$. Suppose $c_i = \psi(s, t_i)$, notice that $cdd(s, t) = \{c_i | i = 1, ..., x\}$. By Lemma 1, $c_i$ is the highest-significance vertex on all $SP_i(s, t_i) \in ASP(s, t_i)$. Therefore, $v_g = Top\{(c_1, c_2, ..., c_z)\}$ has higher significance than any vertices which will be selected as critical vertices after $v_g$, i.e., $v_g$ exactly the $g$th CV object. In this way we can break ties in favor of the higher-significance vertices, and the vertices returned by Algorithm 1 are the exact kCV objects.

** Complexity.** In the basic method, $k$ determines the number of iterations. In each iteration, the time cost in each assistant query is decided by the average label size $|L|$, the number of assistant queries hinges on the average degree $d$, and the time consumption of the $\psi$ operations depends on $|L|$. In total, the time complexity is $O(dk|L|)$. Compared with the algorithms which search the complete shortest path, we adopt offline preprocessing to reduce the online query latency by directly fetching the kCV objects. According to the recent work [35], $|L|$ can be surprisingly small even for very large graphs (about 69 for the road network of western Europe), thus each iteration can be finished in nearly constant time, which leads to the high efficiency of kCV query. As for the space consumption in preprocessing, with some compression methods [40], space cost can be dramatically reduced (only 0.8 GB for western Europe).

### 4.3 Pure-Labeling Method

In the basic method, in order to get the forward and reverse neighbors of the newly selected vertex on the shortest path, we need extra assistant queries. When the kCV query is finished, the total number of assistant queries reaches $O(dk)$.

Although those assistant queries are very efficient, if we can avoid them, the performance of kCV query can be better improved. The reason for using extra assistant queries is: for any subpath $(u, v)$, $Top^*(SP(u, v))$ cannot be found directly. If labels have such a property: for any pair $(u, v)$, $Top^*(SP(u, v))$ can be found in $L_f(u) \cap L_r(v)$, then the assistant queries are not necessary any more. Denote operation $\psi(u, v) = Top^*(SP(u, v))$, all we need is applying $\psi(u, v)$. We call this optimization as pure-labeling method.

#### 4.3.1 Preprocessing

We use the same vertex ranking criterion as the basic method, but modify the way of label construction in the preprocessing of pure-labeling method.

If at least one shortest path between pair $(s, t)$ passes through vertex $v$, it is defined as $v$ covers $(s, t)$. As a further extension, we give a definition of real-cover:

**Definition 5 (Real-cover).** If a vertex $v$ is on at least one shortest path $SP_i(s, t) \in ASP(s, t)$, and $v \neq s, t$, then $v$ real-covers $(s, t)$.

Initially, all labels are empty. We process the vertices in decreasing order of their significance. Suppose the next vertex to be processed is $v$, then we run Dijkstra search from it. The pruning principle is modified from the basic method. In the basic method, for every vertex $v$ visited by the search, if $d_h(u, v) \leq d(u, v)$, then all the vertices in descendants $(v, SPT(u))$ can be pruned from $SPT(u)$. However, $d_h(u, v) \leq d(u, v)$ can only prove that $v$ is the highest-significance vertex on all shortest paths, thus the $v$ can be pruned from $L_f(u)$ and $L_r(v)$, but $v$ might be an endpoint, i.e., $v = u$ or $v = v_h$. We thus modify the principle of pruning while running the Dijkstra search from every $u \in V$ as below (take the forward search as example):

1. If $d_h(u, v) < d(u, v)$, then $(u, v)$ must have been covered by previous hubs except $v$, then we prune the descendant $(v, SPT(u))$ directly;
2. If $d_h(u, v) > d(u, v)$, insert $(u, d(u, v))$ into $L_r(v)$ and continue the search as normal;
3. If $d_h(u, v) \geq d(u, v)$ and $Top(X) = v$, where $X$ is a set of vertices:
   $X = \{x | x = \arg \min_{w \in L_f(u) \cap L_r(v)}(d_h(u, w) + d_h(w, v))\}$ (7)
   then we add $(u, d(u, v))$ into $L_r(v)$, then descendant $(v, SPT(u))$ can be pruned.

**Lemma 2.** With the preprocessing of pure-labeling, for any pair $(s, t)$, $Top^*(s, t) \in L_f(s) \cap L_r(t)$.

**Proof.** For any pair $(s, t)$, suppose $v = top(s, t)$ and $v^* = top^*(s, t)$. If $v = v^*$, obviously $v \in L_f(s) \cap L_r(t)$. Otherwise, notice that $v^*$ is the highest-significance vertex in $V(SP(s, v^*)) \setminus S$ and $V(SP(v^*, t)) \setminus T$, thus, in the preprocessing, the Dijkstra search rooted by $v^*$ can visit $s$ and $t$, and then $v^*$ is added into $L_f(s)$ and $L_r(t)$. Therefore, $top^*(s, t)$ can always be found in $L_f(s) \cap L_r(t)$. $\square$
4.3.2 Query
The pseudo code of the pure-labeling method is shown in Algorithm 2. In pure-labeling method, by omitting assistant queries, the implementation can be much more concise: just do \(\psi\) operations to select the kCV objects (lines 10-13) and split subpaths directly (line 9) in each iteration. The correctness of the answer of pure-labeling method can be proved similarly to the basic method.

Algorithm 2. Pure-Labeling Method of kCV Query
1: \(k_{top} = \emptyset\)
2: \(\text{queue}.\text{push}(\psi'(s, t))\)
3: while \(|k_{top}| < k\) and \(\text{queue}.\text{isEmpty}\) do
4: \(x = \text{queue}.\text{pop}()\)
5: \(k_{top}.\text{push}(x)\)
6: Subpath \(sp = x.\text{getsubpath}()\)
7: Vertex \(u = sp.\text{GetStart}()\)
8: Vertex \(v = sp.\text{GetEnd}()\)
9: \(\text{splitPath}(sp)\)
10: Vertex topp = \(\psi'(u, x)\)
11: Vertex topp = \(\psi'(x, v)\)
12: \(\text{queue}.\text{push}(\text{topp})\)
13: \(\text{queue}.\text{push}(\text{topp})\)
14: end while

Complexity. Inferred from Lemma 2, the assistant queries are not necessary in pure-labeling method, thus the time complexity can be reduced to \(O(kL))\).

4.3.3 Multiple Shortest Paths
Since shortest paths are barely unique in most graphs, several strategies are presented to deal with this case.

- Determine which path to be chosen with some criteria. For example, break ties online in favor of higher significance vertices, as we applied in Section 4.2.2.
- Return the kCV objects on every shortest path \(SP_i(s, t) \in ASP(s, t)\).

For the second strategy, we need some modification based on the pure-labeling method. First, in the preprocessing, while running the Dijkstra search from every \(v \in V\), for each \(v\) visited by the search, the principle of pruning is (take the forward search as example):

1. If \(d_h(u, v) < d(u, v)\), prune descendant \((v, SPT(u))\) directly;
2. If \(d_h(u, v) = d(u, v)\), then we add \((u, d(u, v))\) into \(L_j(v)\) and descendant \((v, SPT(u))\) can be pruned;
3. If \(d_h(u, v) > d(u, v)\), insert \((u, d(u, v))\) into \(L_j(v)\) and continue the search as normal.

Lemma 3. With labels established in above way, for each shortest path \(SP_i(s, t) \in ASP(s, t)\), \(L_j(s) \cap L_j(t)\) must contain \(\text{Top}(SP_i(s, t))\).

Proof. Similar to Lemma 1, but notice that for every \(v_{sp_i} = \text{Top}(SP_i(s, t))\), where \(SP_i(s, t) \in ASP(s, t)\), if we split \(SP_i(s, t)\) into \(SP_i(s, v_{sp_i})\) and \(SP_i(v_{sp_i}, t)\), apparently \(v_{sp_i}\) is the highest-significance vertex on both \(SP_i(s, v_{sp_i})\) and \(SP_i(v_{sp_i}, t)\), according to the new pruning strategy, \(v_{sp_i}\) must be put into \(L_j(s)\) and \(L_j(t)\). Therefore, the top vertices on each shortest path \(SP_i(s, t) \in ASP(s, t)\) are in both \(L_j(s)\) and \(L_j(t)\).

In query, while splitting a subpath \((u, v)\), we use a set \(T_m\) to store all the vertices which minimize \(d(u, v_2) + d(v_2, v)\) for \(v_2 \in L_j(u) \cap L_j(v)\), i.e., \(T_m = \{v_2 \in L_j(u) \cap L_j(v)|\arg \min_{v_2} (d(u, v_2) + d(v_2, v))\}\). For each \(v_i \in T_m\), use assistant queries to collect all the neighbors in \(N_{\alpha}(v_i, u)\) and \(N_{\alpha}(v_i, v)\), then continue the same process in Algorithm 2. If we denote the average number of the shortest paths between the same pairs as \(|N_{\alpha}|\), the complexity only needs to be multiplied by it as \(O(dkL||N_{\alpha}||)\). Observing that \(|N_{\alpha}||N_{\alpha}\) can be considered as a small constant in real-world networks, the complexity can be still regarded as \(O(dkL))\).

4.4 Multi-Threading Method
In order to further improve the performance of the previous methods, we switch to the approximate method and implement it in parallel with multi-threading technique. Although the basic method is already reasonably fast for real-time applications, we can still explore a parallel algorithm to achieve higher efficiency with a little sacrifice of optimality.

In the ith iteration, the above sequential methods split only one subpath (the subpath which passes the ith CV object). To enhance the performance, we propose a parallel method which has the same preprocessing as the basic method but differs in query:

In an iteration, suppose \(SP(s, t)\) has been split into \(x\) subpaths: \(P_1, P_2, \ldots, P_x\) (critical vertices selected in earlier iterations have been removed from \(SP(s, t)\)), do \(\psi\) operations on \(P_1 \sim P_x\) in parallel, and get the corresponding candidate vertices \(v_1 \sim v_x\), then put them into a priority queue which supports the multi-threading technique. When the number of all selected candidate vertices reaches \(ak\), where \(\alpha\) is a positive parameter \((\alpha \geq 1)\), the algorithm terminates. The ak vertices are sorted by significance and the top-k ones of them are returned as result.

An example is shown in Fig. 3 where we set \(\alpha = 1.5\) and \(k = 3\). For query \((v_5, v_3)\), in the 2nd iteration, \(P(v_5, v_3)\) has been split into two subpaths \(P(v_3, v_2)\) and \(P(v_3, v_1)\). The relevant operations on them run in parallel, then the candidate vertices \(v_3, v_2, v_1\) are pushed into a priority queue. In the 3th iteration, four subpaths are processed simultaneously, then the total number of all candidate vertices is \(|\{v_3, v_1, v_5, V_8\}|\).
In each iteration of a sequential method, only one critical vertex will be selected and only one subpath will be split. Regard these as one unit operation, during the whole query process, totally there are $k$ unit operations (suppose there are more than $k$ hops on the shortest path). In the multi-threading method, in each iteration, unit operations on different subpaths can run simultaneously. In optimal case, suppose the algorithm runs fully in parallel, compared with the sequential methods, the number of iterations in multi-threading method can be logarithmically decreased to $\log(ak)$, then the efficiency of multi-threading method exceeds the basic method by $k/\log(ak)$ times. Considering that the number of threads in a computer is limited, the parallel method might not achieve logarithmic speedup, but according to our experimental results, the speedup of the multi-threading method is still quite notable.

Accuracy. As this algorithm splits paths in parallel, the result might not be the exact $k$CV objects. However, considering the complex factors in real-world networks, approximate results are still acceptable. The accuracy of the answer of multi-threading method is determined by the topology of the graph and the total order. We denote the $k$CV objects returned by the multi-threading method of $k$CV query $(s, t)$ as $Mktop(s, t)$. The accuracy of the multi-threading method can be measured in different ways.

**Definition 6 (Similarity).** Denote $com(s, t) = Mktop(s, t) \cap ktop(s, t)$. Similarity is defined as the quotient of $|com(s, t)|$ and the total number of the returned critical vertices.

$$
Similarity(s, t) = \frac{|com(s, t)|}{\min\{k, \text{hop}(SP(s, t))\}}
$$

$\text{hop}(\cdot)$ denotes the number of hops on the path. In the best case, the exact $k$CV objects can all be found in query and the similarity is 1. In the worst case, every time a subpath is split, the rest critical vertices in $ktop(s, t)$ all lie in the same side, which determines the lower limit of similarity as $\log(ak)/k$. However, the worst case hardly happens in real-world networks, and the experimental results of random queries show that the accuracy is quite high in practice.

We sort the vertices in $Mktop(s, t)$ and $ktop(s, t)$ respectively in decreasing order of significance. Suppose $u$ is the $i$th vertex in $Mktop(s, t)$, and $v$ is the $j$th vertex in $ktop(s, t)$, we mark $i$ as the index of $u$ in $Mktop(s, t)$ (and $j$ is the index of $v$ in $ktop(s, t)$). We define $com_p(s, t)$ as the set of vertices which have same indices in both $Mktop(s, t)$ and $ktop(s, t)$.

**Definition 7 (Pos-similarity).** We define pos-similarity as the quotient of $|com_p(s, t)|$ and the total number of returned critical vertices.

$$
pos-similarity(s, t) = \frac{|com_p(s, t)|}{\min\{k, \text{hop}(SP(s, t))\}}
$$

$\alpha$ serves to control the tradeoff between the speed and accuracy. In our experiment, the accuracy is quite good even when $\alpha = 1$.

## 5 Distributed Solutions to $k$CV Query

This section introduces the algorithm and implementation on distributed platform for $k$CV problem. On centralized platform, the algorithms require a high-performance computer with large memory, but the problem can be solved with a cluster which consists of a set of ordinary machines. Thus we study on applying our algorithm to distributed paradigms, which have been widely used in recent research work [41], [42], [43], [44]. We use Spark [45], a general and efficient distributed engine for large-scale data processing as our platform. Spark adopts resilient distributed dataset (RDD), which is a distributed collection of elements, supporting parallel operations and fault-tolerant mechanism.

The basic $k$CV query cannot be well parallelized, for the basic method is a sequential process. The observation that only those highest-significance vertices are needed in most cases leads to our current implementation on distributed platform, where we can use the most important landmarks to construct the labels and parallelize the query algorithm.

As distributed processing is more appealing to applications with heavy workload, single $k$CV query doesn’t need a distributed platform to accelerate it, instead, we investigate a batch of $k$CV queries in distributed framework, which can process a batch of $k$CV queries by taking advantage of the distributed computing power. Top-$k$ batch ($k$BCV) query is faced with multiple simultaneous requests on all pairs of vertices in a query set. $k$BCV query is useful in many cases. For example, in social network, query for the important individuals of the connections between every pair in a group is quite common. In web graphs, searching for the significant hubs on all-pair accesses in a LAN is also frequently applied. We implement the algorithm efficiently, exploiting reverse labeling and pruning strategy.

### 5.1 Preprocessing

Under most circumstances, only those most critical vertices are of the users’ interest. With regard to this observation, we investigate approximate approaches, which only focus on those highest-significance vertices. In our implementation, vertices which have higher significance than a fixed value $R_s$ are selected as landmarks. The set of landmarks is denoted by $S_l$, i.e., $R_s = |S_l|$. Labels are established only with the landmarks. Label construction on distributed platform is a multi-source shortest path search rooted by the $|S_l|$ landmarks. In the search from each $l_i \in S_l$, put $l_i$ and the corresponding distance into the labels of all the vertices visited.

Traditional shortest path searches in large graphs are quite costly. In order to improve the performance of the preprocessing, we use shortcuts inserted by the local shortest path searches to reduce the search space in label construction. Labels are generated with the $|S_l|$ landmarks on the auxiliary graph $G^*$, which consists of the original graph $G$ and those inserted shortcuts. With these shortcuts, labels can be constructed more efficiently.

As Algorithm 3 shows, the preprocessing consists of two steps. In the first step (lines 1-17), we run local shortest path searches from every $v \in V$ with a hop limit $H^*$, where $H^*$ is a positive integer. For each local shortest path $SP(u, v)$ with $\text{hop}(SP(u, v)) = H^*$, insert a shortcut $u \rightarrow v$ with length $d(u, v)$ into $G$, where $H$ is a positive integer and $H < H^*$.
\[d_i(u,v)\] is the length of \(SP_i(u,v)\). In real-world networks, with proper \(H\) chosen, nearly all local shortest distances can approach or be equal to the actual distances. The shortcuts make \(G\) into auxiliary graph \(G^+\).

Algorithm 3. Preprocessing of \(kBCV\) Query with Landmark set \(S_i\) on Distributed Platform

1: for \((u,v) \in V\) do
2: \(distanceList(u,v) = \infty\)
3: end for
4: for \(u \in V\) do
5: calculate \(d_i(u,v), v \in V\) with localBFS\((u,H^+)\)
6: for all \(((u,v), d_i(u,v))\) do
7: if \(d_i(u,v) < distanceList(u,v)\) then
8: update \(distanceList\) with \(((u,v), d_i(u,v))\)
9: end if
10: end for
11: end for
12: \(G^+ = G\)
13: for \((u,v) \in distanceList\) do
14: for hop\((SP)(u,v) = H\) do
15: insert shortcut \(u \rightarrow v\) with length \(d_i(u,v)\) into \(G^+\)
16: end for
17: end for
18: for \(v \in S_i\) do
19: for all vertices \(u, SPT(v)\) do
20: update \(L(u)\) with \((v,d_i(u,v))\)
21: end for
22: end for

After shortcuts are inserted, we run a multi-source shortest-path search in \(G^+\) to establish the labels (lines 18-22). Shortcuts can reduce the diameter \(D\) of \(G\) (the largest number of hops on all shortest paths) to at most \(D + H\). In this way the search space can be decreased and the performance is enhanced. We denote the labels generated with \(|S|\) landmarks as \(|S|\)-index.

5.2 KBCV Query

With distributed framework, we can process a batch of \(kCV\) queries simultaneously. A formal definition is given as follows:

Definition 8. \(kBCV\) query. Given a set of vertices \(S_q = \{v_1,v_2,...,v_{|S_q|}\}\) and a positive integer \(k\), a \(kBCV\) query returns the \(kCV\) objects on \(SP(v_i,v_j)\) for every pair \((v_i,v_j)\), \(v_i,v_j \in S_q\).

In our algorithm, labels are distributively stored in an RDD with \((key, value)\) pairs as elements, where each vertex ID \(v_i\) is the key and the label \(L(v_i)\) is its value. First the labels are reversed and the hubs are output as keys. As a pruning method, the hubs are sorted by significance, then only the top-\(k\delta\) highest-significance hubs are selected as candidate critical vertices, where \(\delta\) is a positive number (\(\delta \geq 1\)). The pruning method is based on the fact: the highest-significance vertices can cover most shortest paths. In most cases, critical vertices query can be solved with only a small set of those highest-significance hubs. With the pruning strategy, the algorithm provides approximate results, where parameter \(\delta\) serves to control the tradeoff between accuracy and efficiency. The larger \(\delta\) is, the fewer hubs are pruned, resulting in higher accuracy at the cost of time and space. Considering that the highest-significance vertices are of most users’ interest, users could set a parameter \(R\) as a threshold to limit the significance of returned vertices. If users set \(R\), those hubs with lower significance than \(R\) are also pruned. In this way the query only returns critical vertices with significance above \(R\). With \(|S|\)-index, we can answer \(kBCV\) queries with any threshold \(R \leq |S|\). The user-defined \(R\) can help the algorithm to control the pruning more flexibly and achieve higher efficiency. After pruning, reversed pairs will be distributed to multiple machines according to their hubs. We calculate the shortest distances and return the \(kCV\) objects for each \((u,v), u,v \in S_q\). By computing the shortest distance for each pair in parallel, \(kCV\) objects can be found efficiently. The process of computing is scalable with load balance strategies.

An implementation of our solution to \(kBCV\) query is shown in Algorithm 4. For convenience of description, we just display the case of undirected graphs, but it is simple to extend the method to directed case. Here we explain Algorithm 4 in detail. On each machine, for every \(u \in L(v)\), we reverse the original pair from \((v,(u,d_i(u,v)))\) to \((u,(v,d_i(u,v)))\) (lines 1-3). The pruning is implemented with a filter operation on the RDD (lines 4-8). Then the shortest distances can be calculated simultaneously on different machines (lines 9-12). Shuffle operations are required for the repartition of data across machines. In the last step, \(kCV\) objects on every \(SP(v_i,v_j)\) are returned (lines 13-15), where \(v_i,v_j \in S_q\).

Algorithm 4. A Distributed Implementation of \(kBCV\) Query

1: for each element \((u,(u,d_i(u,v))) \in L(v)\) where \(v \in S_q\) do
2: Output \((u,(v,d_i(u,v)))\)
3: end for
4: for all \((u,(v,d_i(u,v)))\) do
5: filter out the hubs \(u\), where \(r(u) < R\)
6: select top \(k \times \delta\) hubs, denoted by \(u_1,u_2,...,u_{k\delta}\)
7: Output \((u_i,(v,(d_i(u,v)))\), \(i \in [1,k+\delta]\)
8: end for
9: for each \((u,(v,d_i(u,v)))\) and \((u,(v_j,d_i(u,v_j)))\) do
10: \(d_i(v_j,v_i) = d_i(v_i,u) + d_i(u,v_j)\)
11: Output \(((v_i,v_j),(u,d_i(u,v_j)))\)
12: end for
13: for all \((key,value)\) with key=\((v_i,v_j)\) do
14: Output\(((v_i,v_j),kCV\) objects on \(SP(v_i,v_j)\))
15: end for

Complexity. Suppose there are \(p\) machines on the cluster. If \(p = \infty\), the algorithm is fully parallelized. Reversing labels in step 1 takes \(O(S_q||S_i|)\) time. Then a shuffle is required to select the top \(k\delta\) candidate critical vertices. Time consumption in distance computation decreases with \(p\). For each candidate vertex, computing the distance costs \(|S_q|^2\). In total, the time complexity is \(O(|S_q|^2/p + |S_q|^2/p + T_s)\), where \(T_s\) denotes the time cost in shuffle. The space consumption is \(O(n(|S_i|))\).

6 Experiments

In this section we will present experimental results of the algorithms mentioned in this paper. The graphs we tested
are real-world networks taken from the 9th DIMACS website\(^1\) and Stanford large network dataset collection,\(^2\) including road networks, social networks and web graphs. For each graph, Table 2 gives detailed characteristics.

### 6.1 Experiments on Centralized Platform

On centralized platform, we implemented our algorithms in C++ and compiled them with Visual Studio 2013. Experiments were conducted in a 64-bit Windows 8 workstation with two Intel Xeon CPUs (3.33 GHz) and 64 GB memory. Each CPU has 4 cores. In the experiments of multi-threading method, all 8 cores were used with OpenMP by default. We adapted the methods of label construction in \([30]\), \([35]\), \([36]\) for the preprocessing, with no label compression methods.

#### 6.1.1 Preprocessing

For the basic method, Table 3 shows the experimental results of the preprocessing on all instances with different strategies of significance ranking. The performance indicators include the average label size ($L_a$), preprocessing time and memory space. We employ the preprocessing of CH \([30]\) to remove the nonsignificant vertices, which are measured by the properties of them, including the degree and betweenness, then reorder the top $L$ highest-significance vertices in the remained graph, following the way in \([36]\). We show the result of $RK_1(L = 0)$ and $RK_2(L = 15164)$, in comparison with the degree strategy and PageRank, a widely-applied ranking algorithm. For PageRank, we set the damping factor $d = 0.85$ and convergence criterion $\varepsilon = 0.00001$. From Table 3 we find that for social networks and web graphs, degree strategy and PageRank work well, but they perform worse than other strategies in road networks. Considering that in road networks, the degree of different vertices does not vary obviously, and the paths are much longer than other types of graphs, thus degree and PageRank are not suitable strategies for road networks. For them, betweenness is a better standard. With proper realistically meaningful vertex properties for different networks considered, the label sizes can be well reduced and be of benefit to the query efficiency.

Fig. 4 shows the preprocessing of the basic method, pure-labeling and multi-SP.\(^1\)

---

1. \(http://www.dis.uniroma1.it/challenge9/\)
2. \(https://snap.stanford.edu/data/\)
the results of these three methods do not differ obviously. The cost of pure-labeling preprocessing exceeds the consumption of the basic method by 1.5% ~ 25.6% in time and 2.3% ~ 6.3% in space. For multiple shortest paths, the time consumption is 0.7% ~ 13.7% more than the basic method, and the space cost is 2.9% ~ 6.5% higher. For social networks and web graphs, considering that there are many shortest paths between same pairs, the costs of pure-labeling and multi-SP methods also turn higher.

6.1.2 Efficiency of Different Methods of Query

Fig. 5 compares the efficiency of the basic method and some traditional shortest path algorithms to answer kCV query. The time consumption of the basic method increases with k. Obviously, the basic method outperforms other methods by 1.4 ~ 5 orders of magnitude. Traditional algorithms cannot directly obtain the kCV objects in top-down order. Even with optimization, they still have to get much more than k vertices, or even all vertices on the shortest path and then compare their significance. We also present the time consumption when we set k = ∞, i.e., query for the complete shortest paths. The results prove that our basic method is an efficient way of shortest path sketch.

Fig. 6 presents the time consumption of the basic method, multi-threading method and pure-labeling method when k varies from 1 to D. Each time we randomly chose 1,000,000 pairs of vertices for kCV queries, then calculated the average query time.

As the overall trend shown in Fig. 6, for the general methods, the query time increases obviously (nearly linearly for sequential methods) with k when k is small. This is reasonable because k determines the number of unit operations, which dominates the time consumption if the label sizes of different vertices are assumed to be uniform. When k grows larger, for many query pairs, k approaches to or even exceeds the number of hops on their shortest paths. Therefore, the curves of query time tend to become smooth.

Fig. 6 compares the three methods in terms of the query time. In the experiments of multi-threading method, we set $\alpha = 1.0$ and use 8 threads. All the three methods can respond in microsecond level, competent for real-time kCV queries. In comparison, the time cost of the basic method is most expensive. Pure-labeling method outperforms it by 14% ~ 51%. In road networks, the performance of multi-threading method is a bit subtle: when k is very small, its query latency is slightly higher than the basic method. This phenomenon is attributed to the cost of multi-threading technique. However, when k grows, multi-threading method shows its superiority, which outperforms pure-labeling method by 3 ~ 6 times. In social networks and web graphs, most shortest paths have much less hops than road networks, for example, in Brightkite, most shortest paths consist of only 3 ~ 10 vertices. In this case, the multi-threading method is not necessary. We can further combine the sequential and multi-threading methods to obtain a more flexible solution: apply the basic method if k is very small, and use multi-threading method to accelerate the query when k increases.

6.1.3 Effect of $\alpha$ on Accuracy and Efficiency

We investigate the effect of $\alpha$ in multi-threading method. The experimental results confirm our analysis in Section 4.4. Fig. 7 describes the change trend of query time with different $\alpha$. Not surprisingly, time consumption increases with larger $\alpha$. When $\alpha = 8$, the query latency is 1.5 ~ 2.3 times higher than the time cost when $\alpha = 1$. Fig. 8 shows the accuracy with different values of $\alpha = 1.0, 1.5, 2.3, 4.8$.

In general, the results have deviations from the exact kCV objects, but they are also considerably accurate. For most instances, similarity stays over 95 percent and pos-similarity always exceeds 70 percent when $\alpha \geq 4$. In fact, we find the quality of the result is already acceptable when $\alpha = 1$, achieving 70 percent similarity even in the worst case.

The curves in Fig. 8 are in the shape of check marks. Accuracy is high when k is small but decreases gradually and reaches a bottom when k grows. This is owing to the growing number of the subpaths which should be split. If k continues increasing, then the accuracy rises again because $ak$ approaches to $D$, leading to more common vertices returned by both sequential and multi-threading methods.
6.1.4 Parallelization in Multi-Threading Method

Fig. 9 shows the impact of parallelization on query latency when we set the number of threads \( N_t \) to 1, 2, 4, 8 respectively. From the figure we can imply that the speedup of multi-threading technique is not obvious when \( k \) is small, but if \( k \) is larger, the query performance is apparently improved when \( N_t \) increases. Every time when we double \( N_t \), the query efficiency can be enhanced by 1.2 ~ 1.9 times.

6.2 Experiments on Distributed Platform

We conducted experiments with Spark 1.3.0 in Scala, on a cluster with 9 workers, each worker has 6 cores and 18 GB memory, totally 54 cores and 162 GB memory. For each instance, we preprocessed indices with \( R_s = 500 \) sequentially. Unless otherwise stated, in each experiment on \( kBCV \) query, we randomly picked query sets, each consists of 1,000 vertices, set threshold \( \beta = R_s \), then calculated the average results of the 1,000,000 \( kCV \) queries.

6.2.1 Performance of \( kBCV \) Query with Varying \( |S_q| \)

Fig. 10 presents the total time of a \( kBCV \) query on \( S_q \) with different sizes. The figure reveals that \( kBCV \) query latency is sublinear with respect to \( |S_q| \). With the optimization techniques of the distributed platform, \( kBCV \) queries with larger query sets perform better in average latency, which indicates that distributed platform is appealing to \( kBCV \) queries.

6.2.2 Efficiency of \( kBCV \) Query with Varying \( k \) and \( \delta \)

The performance of \( kBCV \) query is shown in Fig. 11, where \( k \) varies from 1 to 32, \( \delta \) is set to 1, 2, 4, 10, 15, 20, 25. For fixed \( \delta \), there is an obvious increasing tendency when \( k \) increases, which accords with the intuition. When we focus on the effect of \( \delta \), the figure indicates that higher \( \delta \) incurs higher time consumption. When \( \delta = 10 \), average query time is 2 ~ 3.2 times higher than the cost when \( \delta = 1 \). That is because higher \( \delta \) leads to weaker pruning and higher workload of computation.

6.2.3 Accuracy of \( kBCV \) Query

Fig. 12a presents the accuracy of \( kBCV \) query when \( \delta \) varies from 1 to 25 and \( k \) is fixed to 20. We measure the accuracy by similarity, i.e., the ratio of the common \( kCV \) objects between the answers returned by the basic method and Algorithm 4 to all the vertices returned by Algorithm 4. As \( \delta \) serves to control the tradeoff between efficiency and accuracy, larger \( \delta \) leads to higher accuracy at the cost of query time. On average, accuracy stays higher than 70% with \( \delta \geq 10 \) for most instances.
On distributed platform, we investigate $k$BCV query, which aims to process a batch of $k$CV queries. By taking advantage of distributed computation, the algorithm is speeded up.

All methods of $k$CV query mentioned in this paper are of high efficiency, returning an accurate sketch of shortest paths in microseconds.
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