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Reminder

• Problem set 1 reminder due this Wed

• Need to solve problem 2.6 part b (from Katz-Lindell) book, as well.



Last time

• Defining encryption formally

• Information theoretic (perfect) vs. computational secrecy

• Limitation of perfect secrecy (and even its relaxations)

• Secrecy based on (unproven) computational assumptions

• Pseudorandom generators (and functions)

Today



Computational Privacy/Security

• What it means to “break” depends on the exact security def.

• Ideal: 𝑡 > “feasible computation” and 𝜀 < “negligible probability”

• Example: 𝑡 = 2100 𝜀 = 2−100 (age of universe ≈ 280 seconds)



Examples



Computational Indistinguishability Secrecy

• Eve (eavesdropping) security: 
Even if Eve knows 𝑚 ∈ {𝑚0, 𝑚1}
she cannot in time 𝒕(𝒏) guess 𝑚 with 

probability >
1 + 𝜺(𝒏)

2

𝑡 𝑛 , 𝜀(𝑛) are functions of “security parameter” 𝑛
(e.g. key length 𝑛 = 1000)



“Efficient” time and “Negligible” probability…

• Efficient: polynomial time over input length

• Negligible: smaller than any inverse polynomial (over input length)



Formal definitions of security



Two main issues:

• How to realize this definition?

• Is this the best definition addressing all issues? 
(No, it is still weak, but we will get back to this)



Pseudo-randomness
(random in eyes of computationally bounded)



Pseudo-random generator (PRG)

• A magical tool that let us still do “one-time-pad” using short keys!



Formal definition of PRGs



Using PRGs  encrypting one long message



Equivalent definition of PRG
(applies to any ind. Security game – see PS1)



Proof of security for
PRG  ind-secure encryption




