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Abstract—Despite state-of-the-art caching strategies, graph ana-
lytics pose a significant challenge for prefetching and replacement
policies, as their access patterns are often random with low locality.
Prior attempts at addressing these issues involved architectural
solutions such as specialized graph prefetchers, compressed graph
representation stored in a reserved cache section, or graph
reordering for custom replacement policies. However, combining
these solutions required extensive modifications to the processor
architecture. In this paper, we propose Expressive Caching for
Graphs (ECG), which masks the graph clustering knowledge with
previous cache optimization techniques into the unused bits (ECG
bits) of the graph vertex ID. The processor pipeline’s specialized
graph addressing mode can extract the vertex ID from the graph
edge list to request property data while utilizing the masked ECG
bits to determine the replacement policy for better caching and
prefetching the next related vertex.

Index Terms—Caching, Reordering, Graph Processing, hard-
ware/software co-design

I. INTRODUCTION

In the ever-evolving field of data science, graph analytics is

widely used to interpret complex relationships in large datasets

across various domains, such as social networks, recommender

systems, and bioinformatics [1]–[3]. A graph, composed of

vertices and edges, represents the relationships between various

entities in the dataset. Fig. 1 illustrates how a graph processing

technique, i.e., vertex-centric model, uses a Compressed Sparse

Row (CSR) matrix data structure to represent the graph in

memory. As explained in section II, the CSR model makes it

easy to access neighboring vertices, random neighbor IDs for

each visited vertex results in irregular memory access patterns,

leading to poor spatial and temporal cache locality [4]–[7],

which causes delays in retrieving data from lower memory

levels. Additionally, stride prefetching [8]–[11] techniques are

less effective due to unpredictable access patterns in graph

processing.

Several techniques, including Practical Optimal Cache Re-

placement (P-OPT) [12] and GRAph SPecialized (GRASP)

Last-Level Cache (LLC) management [13]–[15], have focused

on developing prefetch and cache replacement policies specifi-

cally designed for graph analytics. However, these solutions

may necessitate significant modifications to the processor

architecture, which can be advantageous but challenging to

implement for most existing systems that rely heavily on CPU

architecture and design features.

Fig. 1: Graph representation in CSR format, accessing vertex

data is random and fine-grained, with a high cache miss rate.

In contrast, our novel solution, Expressive Caching for

Graphs (ECG,) utilizes the power-law distribution present in

real-world graphs [16]–[21], where most vertices have few

connections, and a small number of vertices (the hubs) have

many connections. ECG encodes the clustering information

derived from prior graph-specialized caching techniques into

the unused bits of the graph vertex ID, called ECG bits.

The processor pipeline, equipped with a specialized graph-

addressing mode, can extract the vertex ID from the graph

edge list to request property data while using the masked ECG

bits to dictate the replacement policy and predict the next

related vertex to prefetch. Consequently, ECG bits increase

cache utilization and reduce miss rate, thus improving the

overall performance of graph processing without requiring any

major architectural modifications.

II. BACKGROUND: GRAPH REORDERING AND CACHE

OPTIMIZATIONS

Graph Reordering [7], [22]–[33] involves assigning new

vertex labels that consolidate neighbor vertex data accesses

based on their temporal or spatial reuse, as illustrated in Fig. 2.

Degree Based Grouping (DBG) [14] utilizes coarse grain

degree-based sorting on a graph by dividing the vertices into

different buckets based on their degree range. Rabbit Order
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Fig. 2: How different hardware graph cache optimization

techniques interact with LLC.

[18], [33] achieves hierarchical community-based ordering by

using a parallel incremental aggregation function and modifying

it to serve as a new criterion of vertex ID mapping. Gorder
[34] analyzes the graph through a sliding window technique

to determine the optimal neighbor permutation that provides

the best caching.

The LLC cache tends to be the most impacted in graph

algorithms, making it the focus of optimization efforts for

graph cache hardware, some of which are depicted in Fig. 2.

Re-reference Interval Prediction (RRIP) A is a cache

management scheme that uses a probabilistic approach to

classify cache blocks as low- or high-reuse when new blocks are

inserted. GRAph SPecialized (GRASP) LLC management
B improves the RRIP for graph structures and introduces

specialized cache management policies prioritizing hot vertices

in the LLC by utilizing DBG with a lightweight interface that

helps hardware pinpoint hot vertices among irregular access

patterns. Practical Optimal Cache Replacement (P-OPT)
C employs Transpose-based Cache Replacement (T-OPT,) a

policy that utilizes next-reference data for all graph information.

III. ECG ARCHITECTURE

A. Creating ECG bits

As mentioned before, large-scale power-law graphs exhibit a

lower number of unique vertex IDs in a specific range compared

to the total number of edges. Hence, using 64-bit or 32-bit

representation for a vertex ID, as benchmark tools often do [20],

may be excessive considering the range of the graph’s unique

vertex IDs. Expressive Caching for Graphs (ECG) offers a

solution to utilize the unused bits in vertex ID more effectively

since a 32-bit or less representation is sufficient for most graphs.

As shown in Fig. 1, ECG incorporates P-OPT, GRASP, and

prefetch information into the vertex ID. Out of the 64-bit

representation for the vertex ID, ECG designates:

Fig. 3: How different hardware graph cache optimization are

encoded into ECG bits, while ECG bits are handled within the

processor pipeline to improve performance.

• 32 bits for the vertex ID (which is sufficient for most

large-scale graphs.)

• 8 bits for GRASP metadata (affects cache eviction policy.)

Mark the vertex as hot/warm/cold. To preserve the integrity of

the original reorder, the GRASP eviction policy should not be

applied with a DBG reorder. Instead, DBG (GRASP) data can

be masked in ECG bits while maintaining the original graph

labels.

• 8 bits for P-OPT re-reference matrix (affects cache eviction

policy.) These 8 bits represent the re-reference matrix from the

P-OPT quantization algorithm, which are typically stored in

preserved sets of the LLC cache.

• 16 bits to encode the ”hot” prefetch vertices. These hot

vertices have high connectivity or frequent access degrees.

In summary, the ECG strategy efficiently encodes P-OPT,

GRASP, and clustering information in the unused bits of

the vertex IDs to improve data management for caching and

prefetching. In the past, P-OPT required maintaining one or

more ways of the LLC for the re-reference matrix, but ECG

eliminates this overhead through its proposed scheme.

B. ECG Pipeline and Instruction Flow
In Fig. 3, the processor pipeline 3 uses a specialized graph

instruction with ECG addressing mode to extract vertex IDs

from the edge list and request related property data. At the same

time, the masked ECG bits guide the cache replacement policy

and facilitate the prefetching of the next predicted ”hot” vertices.

Despite extending the edge list to a 64-bit representation, ECG’s

streaming behavior ensures minimal impact on performance.

The streaming pattern, sequential and one-time processing, of

the edge list in graph structure data ensures that the growth in

its size only raises the memory footprint without affecting the

time complexity of graph processing.

IV. EVALUATION AND RESULTS

The implementation used for evaluation is part of the

OpenGraph framework [35], and instructions on how to run it

are available on https://github.com/atmughrabi/ECG.
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TABLE I: System environment for ECG evaluation

Host CPU

Model‖Cores‖Threads Intel Xeon Silver 4216‖16‖16

Clock Speed 2.10GHz
Memory 256GB
OS Ubuntu 22.04 LTS

L1‖L2‖L3 512 kB (8-way)‖16MB (16-way)‖22MB (11-way)

TABLE II: Graph workloads used in ECG evaluation

Graph #Vertices #Edges Avg. degree References

amazon-2008(amazon) 735324 5158388 7 [23]

cnr-2000(cnr) 325558 3128710 9 [23]

dblp-2010(dblp) 326184 807700 2 [23]

enron(enron) 69245 274608 3 [23]

A. Methodology

System Environment: The specifications of the host system

and its cache hierarchy are listed in Table. I. Additionally,

Gorder, DBG, and Rabbit Order were tested on the same host

system using reference implementations to accurately compare

each technique.

Cache Simulation: To showcase ECG’s cache performance,

we have developed a basic trace-driven cache simulator. This

tool extracts the access pattern of the designated graph

algorithm during its execution and measures the miss rate. We

test ECG with various cache sizes (32 kB-1MB) for Gorder,

DBG, and Rabbit orders. It is worth noting that due to the size

of the graphs we choose smaller cache sizes, the full version

of the paper will conduct larger simulations with larger graphs.

Graph Datasets: In this study, we focus on evaluating

the graphs from the Laboratory for Web Algorithmics (LAW)

[23]. These graphs are designed to improve cache locality by

reordering clustered vertices. Table II in the graph collection

includes real-world examples of graphs that test read/write

scenarios to identify potential bottlenecks in the simulated

cache performance. To demonstrate the effectiveness of the

reordering technique for generating cache-optimized labels, the

graphs use random (Rand) initialized labels.

Algorithm: We investigate the concepts behind ECG uti-

lizing PageRank [20], [36]–[38], an algorithm that operates

iteratively on a graph. PageRank algorithm assigns a popularity

score (rank) to each vertex during each iteration by traversing

the graph vertices. The rank of a vertex is determined by the

popularity of its incoming edges (in-neighbors.) The algorithm

continues to iterate until the ranks converge within a specified

error margin.

B. Cache Policy Performance and ECG prefetching

In Fig. 4d, Fig. 4e, and Fig. 4f, the cache uses ECG

prefetching for loading the hot neighboring vertex of the

processed node. This results in lower cache miss rates as the

next vertex from the same cluster is often already prefetched.

However, when prefetching is disabled in the first row of

Fig. 4, a higher cache miss rate is consistent regardless of the

policy or the ordering technique. To illustrate, let us consider

the ”amazon” dataset using the ”PLRU” replacement policy.

When using the ”Rand-Order” strategy, the cache miss rate

increases from 72.76% with prefetching enabled in Fig. 4e

to 80.48% with prefetching disabled in Fig. 4b. The ”Rabbit”

strategy also benefits from prefetching, although the miss rate

improvement is smaller than the ”Rand-Order” strategy. Based

on the previous observations, ECG prefetching reduces the

cache miss rate across all datasets in table II. This trend is

consistent for all evaluated replacement policies, with higher

cache miss rates observed in Fig. 4a, Fig. 4b, and Fig. 4c

(prefetching disabled) compared to Fig. 4d, Fig. 4e, and Fig. 4f

(prefetching enabled.)

C. GRASP-DBG Ordering vs. ECG-DBG Masking

Fig. 5a and Fig. 5b showcase the impact of maintaining the

original ordering of the graph while using ECG MASK as a

standalone optimizations against GRASP cache eviction policy

with DBG reordering.

GRASP vs. ECG Rand+MASK: Generally, GRASP seems

to be outperforming ECG MASK for randomly relabeled graphs.

This is a projected result since GRASP depends on DBG

reordering for its eviction policy, unlike ECG MASK, which

keeps its order intact. For example, for the ’amazon’ dataset,

the cache miss rate using the DBG strategy is lower for GRASP

(70.4%) compared to MASK (72.04%.) This pattern repeats

for ’cnr’ and ’dblp’ and ’enron’.

Rabbit+GRASP vs. ECG Rabbit+MASK: When paired

with Rabbit, GRASP tends to have higher cache miss rates than

ECG MASK due to GRASP depending on DBG reordering,

which changes the original optimal Rabbit order. For instance, if

we study Fig. 5b ’amazon’ with ECG Mask there is a reduction

of 63.44% in cache miss rate.

Gorder+GRASP vs. ECG Gorder+MASK: Similarly to

Rabbit order, GRASP has higher cache miss rates than MASK

for ’amazon’ a reduction of 29.03% in cache miss rate.

Although Gorder is known to be more efficient in traversal

algorithms such as Breadth First Search (BFS), which were

not evaluated in this study, its high preprocessing overhead is

not ideal. Therefore, Rabbit order could be a more practical

reordering technique to be used in conjunction with ECG.

D. DBG Reordering Impact On Relabeled Graphs

The GRASP strategy depends on reordering the graph

structure using DBG, which can disrupt the original order

of the data. This is evident in the increased cache miss rates

when GRASP is combined with the Rabbit or Gorder strategies,

which rely on particular data orderings. Disrupting this order

can lead to more cache misses. On the other hand, the MASK

strategy maintains the original order of the data. This can

be beneficial when combined with strategies like Rabbit and

Gorder that rely on a specific clustering order. In Fig. 5, we

can see that ECG MASK often has lower cache miss rates than

GRASP when combined with these strategies, which suggests

that preserving the original order can lead to better performance

in these cases. In conclusion, GRASP performs better when

used alone, but there might be better choices when combined

with ordering-dependent strategies like Rabbit and Gorder. On
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(a) 32KB cache with no ECG prefetching
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(b) 256KB cache with no ECG prefetching
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(c) 1MB cache with no ECG prefetching
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(d) 32KB cache with ECG prefetching
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(e) 256KB cache with ECG prefetching
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(f) 1MB cache with ECG prefetching
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Fig. 4: Cache performance and miss rate. Results of simulating PageRank (PR) pull approach on a simple trace-driven cache

simulator, combined with different reordering techniques
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(a) 256KB cache GRASP vs. ECG
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(b) 256KB cache GRASP with ECG

Fig. 5: Cache Policy miss rate against masking re-reference value into ECG bit and miss rate. Results of simulating PageRank

(PR) pull approach on a simple trace-driven cache simulator, combined with different reordering techniques.

the other hand, ECG MASK might offer better performance in

such cases due to its ability to maintain the original order of

the data. Ultimately, the choice between GRASP and MASK

should consider the specifics of the data, the importance of

maintaining data order, and the cache miss costs associated

with each strategy.

E. Processor Design and Architecture, Why ECG?

ECG & GRASP: Encoding GRASP cache eviction hints

(hot/cold) in ECG Mask via the edge list structures maintain the

original order of the graph while allowing the GRASP policy

to operate. ECG & P-OPT: Instead of preserving several ways

in the cache for the re-reference matrix, ECG encodes them to

the unused bits mask.

This work hypothesizes that while ECG combines multiple

graph/eviction policies and prefetching techniques [15], [39],

it achieves less overhead with the simple masking technique,

thus maintaining a manageable architecture compared to fusing

different graph optimization separately.

V. CONCLUSION AND FUTURE WORK

By proposing a pipeline-specialized graph addressing mode,

we can extract the vertex ID from the graph edge list to request

property data and use the masked ECG bits to determine the

replacement policy for better caching and prefetching of the

adjacent related hub vertex.

Moving forward, we plan to implement an ECG-based tie-

breaker eviction policy where cache lines with equal P-OPT

RRPV (re-reference prediction value) consult the GRASP part

of ECG bits to keep the cache lines with hottest vertices from

eviction. For a more comprehensive end-to-end evaluation, we

will explore other clustering masks with ECG while evaluating

the results on more graph datasets and algorithms using cycle-

accurate simulation for valid performance measurement.
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