The Turing Test

Q: Can machines think?
therefore I am.
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hlem: We don’t know what “think’ means

nat 1s intelligence?
olem: We can’t define “intelligence”
i

Pro ;
But, we usually “know it when we see I”




The Turing Test
Q: Which of the following can think?
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(Taken from MIND : a Quertedy Review of Psychology and
Fhilosophy. Vol. LIX, , N.S., No. 236, October , 1950, )

COMFUTING MACHINERY AND INTELLIGENCE
by
A, M, TURING.

l, The Imitation Game.

I propose to consider the question, 'Can machines
think?' This should begin with definitions of the
meaning of the terms 'machine' and 'think', The defini

tions might be framed so as to reflect so far as possible
the normal use of the words, but this attitude is
dangerous. If the meaning of the words 'machine' and
'think' are to be found by examining how they are
commonly used it is difficult to escape the conclusion
that the meaning and the answer to the guestion, 'Can
machines think?' is to be sought in a statistical
survey such as a Gallup poll, But this is absurd.
Inatead of attempting such a definition I shall replace
the question by another, which is closely related to it
and is expressed in relatively unambiguous words,

The new form of the problem can be described in
terme of a game which we call the 'imitation game'. It
is played with three people, a man (A), a woman (B), and
an interrogator (C) who may be of either sex. The

interrogator stays in a room apart from the other two.




be able to produce a material which is indistinguishable
from the human skin., It is possible that at some time
this might be done, but even supposing this invention
available we should feel there was little point in trying
to make a 'thinking machine' more human by dressing it up
in such artificial flesh. The form in which we have set
the problem reflects this fact in the condition which
prevents the interrogator from seeing or touching the
other competitors, or hearing their voices., GSome other
advantages of the proposed criterion may be shown up by

specimen questions and answers. Thus:

fV Q: Flease write me a sonnet on the subject of the )

Forth Bridge.

A: Count me out on this one., I never could write
poetry.

q: (ada 34957 to 7076. )

A: (Pause sbout 30 seconds and then give as answer)

105621.

Q: Do you play chess?

A: Yes,

@: I have K at my K1, and no other pieces, You
have only K at K6 and R at R1, It is your
move, What do you play?

\ Az '(After a pause of 15 seconds)'R-R& mate. )

The question and answer method seems to be suitable

for introducing almost any one of the fields of human
endeavour that we wish to include. We do not wish to
penalise the machine for its inability to shine in beauty
competitions, nor to penalise a man for losing in a race
against an aeroplane. The conditions of our game make

these disabilities irrelevant. The 'witnesses' can brag,

if they consider it advisable, as much as they please

about their charms, strength or heroism, but the interrogator

cannot demand practical demonstrations.



The Turing Test

Q: Can you distinguish a machine from a person?
= Can a machine impersonate a person?




The Turing Test

The first deep investigation mto whether machlnes
can “behave intelligently”

Helped usher in field of Al f(., S W

Decoupled “intelligence” from “human’

Based “intelligence” on /O, not entity’s “look and feel”

Proposed a practical, formal test for intelligence
Definitions & test are operational & easily implementable

Turing test variants: “immortality”, “fly-on-wall”, “meta”

“reverse”, “subject matter expert”, “compression”,
“minimum intelligent signal”

>



Turing Test Milestones

Turk (von Kempelen), 1770: ¥LJ< Ay
» Played a strong game of chess (51’ W No®
« Toured the world for 84 years

» (Generated much interest in automata
* Was a hoax (hidden human operator)




Eliza (Weizenbaum), 1966: §

Turing Test I\/Illestones

=

First “chatterbot™ A\ L
Named after “Eliza Doolittle” of Shaw’s Pygmalion
Simulated Rogerian psychotherapist

Often convinced people it Is human

Influence computer games (e.g., Dungeon, Adventure)
Inspired Arthur C. Clarke’s HAL 9000

Chatterbots appear today in chatrooms and dating services

Chatterbot competitions (Turing Test format):
— Loebner Prize
— Chatterbox Challenge, 2010
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Welcome to the new CBC 2009!

The Chatterbox Challenge (CBC) is an annual contest which starts in mid March that allow any chatbot developer
to participate and evaluate the intelligence of the chatbot through turing tests and much more. It is a really fun,
simple and inclusive way for all children to practise their speech and language skills, it will be also interesting
and amazing for anyone who wants to chat with the best chatbots.

|

Join the community...

e Dead line to enter your chatbot: 15 March 2009

* Judging period starts from: 16 March 2009 to: 30 April 2009

e Public Voting period starts from: 13 April 2009 to: 10 May 2009
 Final result announced in 15 may 2009.

e The winners of CBC 2009 are listed below:

(Latest News
[®] The Chatterbox Challenge 2009 Champion is ...

Thu, 14 May 2009 @ 8:56:09 pm

[®] Public Yoting results and 2nd round of
questions!
Tue, 12 May 2009 @ 2:32:17 pm

[®] CBC 2009 Prizes
Thu, 30 April 2009 @ 4:35:36 am

[W] CBC Contest Public Voting Started!
Mon, 13 April 2009 @ 12:03:41 pm

Latest posts by members
[®] Public Voting Results by Ehab

W About Chatterbot ATHENA's inverted/reversed

2 files by Husky_3d

[®] 1st round completed and top 9 bots
announced... by Ehab

W] Guess the score! by Ehab

[W] MS Agent is dead. by Merlin2009

[®] Simple Benchmark Results by Merlin2009
=] Merlin by Merlin2009

[®] Comments disappeared by Husky_3d

[®] Entering the CBC 2009 contest.... by Ehab
[®] Entering the contest by ashka

See Also

[®] Chatbots directory

[8] Chatterbox Challenge Rules
[@] Chatterbox Challenge Forums
[8] Chatterbox Challenge History
[®] Chatterbox Challenge Banners
[] Old Website
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Turing Test I\/Irlestones
Elbot, 2008: :
« Won 2008 Loebner Prize o
» Fooled 3 of 12 judges (Turing: >30%)
 Typical excerpt:

Judge: What's your favourite novel? 2 A0 NN
Elbot: | often read telephone books, or dadaist poetry Bra bra bra
Judge: Typical computer!

Elbot: You tend towards generalizations. But | must admit, so do I.
However, my generalizations are firmly grounded in
statistical theory.

Judge: What do u think of KW's enthusiasm for having
machines take over the world?

Elbot: Fix it up a bit first. Then I'll take it over.



Turing Test Milestones
Turing Test forums: f(i’_/ = ,,
* Turing Colloquium, 1990 ~+. A Bl
 Colloquium on Conversational Systems, 2005
« Symposium on the Turing Test, 2008
* Turingl00, 2012
« Hutter Prize (intelligent text compression)

* International Aerial Robotics Competition, 2009




) International Aerial Robotics Compe!
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The "ultimate collegiate
challenge" - 19th year - new
“"5th Mission."
@ 5th Mission IARC Rules
@ The next event will be
held from 20 - 24 July, 2009.
The venue is the University
of Puerto Rico at Mayagliez.
@ In concert with the IARC,
the First Symposium on Indoor
Flight Issues will be held on 21
e July, 2009. Review the online
- Call for Papers here.
@ A 2009 Winner receives:
$10,000
Competition Countdown:
55Days
ADVANCING THE STATE-OF-THE-ART IN AERIAL ROBOTICS YET AGAIN
During the 4th Mission, teams had already demonstrated a// of the required aerial robotic behaviors mandated
in the IARC Rules, except being able to demonstrate all of these behaviors seamlessly in under 15 minutes...
however that was considered by the Organizer and Judges to be inevitable and no longer a significant
challenge.
The new 5th Mission will essentially pick up where the 4th Mission left off. The 5th Mission requires a fully
autonomous aerial subvehicle - launched from a "mother ship" - to penetrate a building and negotiate the more
complex interior space containing hallways, small rooms, obstacles, and dead ends in order to search for a
designated target without the aid of global-positioning navigational aids, and relay pictures back to a monitoring
station some distance from the building.
The 5th Mission will continue to adhere to the Competition's 18-year practice of posing tasks that cannot be
completed with current technology and skills. As with previous missions, nothing within the World military or
industrial arsenal of robots will be able to complete the proposed mission at the time the guidelines are
released.
Search the Site 571&(_,
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The Turing Test, _
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Blade Runner’s “Voigt-Kampff empathy test”
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“On the Internet, nobody knows you're a dog.”

Unit Bob crams for his Turing Test.



Criticisms of the Turing Test

 Turing test is behavioral only
 Turing test is comparative, not direct
« Human and intelligent behavior do not always coincide:
— Some human behavior is not intelligent
(computer can make deliberate mistakes, etc.)
— Some intelligent behavior is not human
(computer can dumb-down or slow down its responses)
« Computer’s intelligence: “real” or “simulated”?
» People tend to anthropomorphize objects S
« Most people are easy to fool iy




Criticisms of the Turing Test

The “Chinese room” scenario (John Searle, 1980):
» Assume computer passed the Turing test in Chinese

» Replace computer with a non-Chinese-speaking person
who Is manually simulating the computer’s code

» The room still exhibits intelligent Chinese I/O behavior
but the person inside doesn’t understand Chinese!



Criticisms of the Turing Test
The “Chinese room” scenario (John Searle, 1980):

Q: So who / what in the room “understands” Chinese?
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“Strong AI” hypothesis: an appropriately programmed
computer (with the right I/O behavior) has a “mind”
In the same sense as human beings “have minds”.

1.e., IS the ability to simulate a mind = having a mind?

Issues: philosophy of mind, cognitive psychology, semantics,
computational theory of mind & “functionalism”, symbol
grounding, consciousness, intentionality, mind-body
problem, self-awareness, sentience, etc.



Applications of the Turing Test

Old: a computer tries to convince a human
(that the computer Is human).

New: a human tries to convince a computer

(that the human is not a cor&pputer).
: % .




Applications of the Turing Test

Problem: how can a human convince a computer

that the human is not a compute%

Idea: “CAPTC HA”




ARE YOU A KLINGON OR A COMPUTER?

l [n WARRIOR DOES NOT ASK SUCH QUESTIONS, ]

THE TEST WAS
REALLY HARD.
THEY SHOWED ME
SEVERAL UNKNOWN
PAINTINGS AND I
HAD TO FILL IN
ARTIST, HISTORICAL
EPISODE AND YEAR
OF PAINTING

JUST ANSWER THE QUESTION,
l (vov HAvE No HonoR 1]

WHY WON'T YOU ANSWER THE QUESTION? \

IF YOU WERE ANY OTHER MAN, I'D KILL YoU
WHERE YOV STAND!

WOW! THAT
SOUNDS DIFFICULT!
DID YOU PASSED
THE EXAM AND GET
YOUR MASTER

EXAM? MASTER
DEGREE?
IT WAS A
CAPTCHA

“"5%

IN THE FUTLRE SOPHISTICATED CAPTCHAS WILL LOCK OUT ANY BOT

N

OK,0K... S0 WHAT DO YOU DO FOR FUN? /
(r TRAVEL THE RIVER OF BLOOD ;]

3»0(‘ and ,"nu(‘f

NO, SERIOUSLY, WHAT ARE YOUR HOBBIES? /

(I CRAVE ONLY THE BLOOD OF THE ENEMY .']

DUDE, WHY ARE YOU SO ANGRY?

W/HY ARE YOU YELLING AT ME?

| lRHﬂﬂwﬂ, ,'E]

I DON’T WANT TO PLAY THIS GAME

ANY MORE.
\ (ﬁﬁﬁﬁwﬁ ,1','3]

CAPTAIN!
I'M NOT
HUMAN.
I CANNOT

ALMOST THE
WHOLE CREW IS
ON FACEBOOK.
WHY ARE YOU
NOT THERE,

i

DATA? GOT IT!
SORRY! @
. . N %
g . . s X
R THE FIRST SUCCESSFUL

KLINGON TURING TEST

geek and poke

< 19 bl

THE QUICK START GUIPDE FOR THE NCC-1701-D, CHAPTER 3:
NEVER TALK WITH AN ANDROID ABOLT SOCIAL NETWORKS



THE SECURITY AUDIT
ACCIDENTALLY LOCKED
ALL OF THE DEVELOPERS
OUT OF THE SYSTEM.
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YOU DON'T
KNOW WHAT YOU
DONT KNOW.

02008 Scott Adams, Inc. /Dist. by UFS, inc.

CONGRATULATIONS.
YOURE THE FIRST
HUMAN TO FAIL THE
TURING TEST.

J

{\
ILUJ LA

WHAT DOES
THAT MEAN?

5 BERT,ASK 1F &
AT EE 'FAVBURITEL

)
()

N HARDING

www.dilbert.com

Q

33908

WHY DIDNT
YOU SAY
THAT IN THE
FIRST PLACE?

YESTERDAY
I MADE A
TURING TEST

lNTERESTlNG’
[ ﬂ

geek and poke

| FAILED!
THE MACHINE
IMMEDIATELY THAT
IT WAS ME

BEING THE
DUMB HUMAN

TURING TEST 2208

TURING TEST EXTRA CREDIT:

CONVINCE THE EXAMINER
THAT HES A COMPUTER.

YOU KNOW, YOU MAKE
SOME REALLY GOOD POINTS.
!

I™M ... NOTEVEN SURE
WHO I AM ANYMORE.

IMAGINE YOU'RE HAVING 2
.M. CONVERSATIONS.

ONE 15 WITH A
SUPERCOMPUTER. THE

OTHER IS WITH A REAL

OEAY. IN MARKETING.

HUMAN BEING WHO WORKS

)

3

GET US SOME
RISK MANAGEMENT
SOFTWARE.

www.dilbert.com ecomsdama@acl.com

WHAT CAN RISK
MANAGEMENT
SOFTWARE TELL YOU
THAT MY COMMON
SENSE AND EXPERIENCE

3609 02009 Scott Adams, Inc./Dist. by UFS, Ine

STOP
FAILING THE
OATA- TURING TEST!

THEY'RE BOTH TRYING TC
SELL YOU THE LATEST
WIDGET. THINK YOU CAN NO REAL HUMAN BEING
TELL THE DIFFERENCE? WORKS IN MARKETING.

)

WAIT. THIS IS IMPOSSIBLE. )

DAVID SALAGUINTD

2252008



Robots / Al / Turing Test In Literature
First “robot” story: Frankenstein, 1818 §

« Robot was man-made, but organic
« Gothic flair, first science-fiction novel!
» Heavily influenced literature & movies

« “Frankenstein complex”: creating sentient
entity, which then turns on its creator

« \Warns against excessive technology, “mad scientists”,

unintended consequences research ethICS “playmg God”
‘Gze EDISON (. _ ;

KINETOCRAM

qa.-o

FRANKENSTEIN
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Jome,  MANLIKE MACHINES RULE THE WORLD!
1@) Fascinating Tales of a Strange Temorrow

], ROBOT

Bestselling Author of I, Robot —_—

NP\ Isaac Asimov

ROBOTSAND EMPIRE
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Asimov’s Laws of Robotics § &
1. Arobot may not injure a human being or, throughf 8 4
Inaction, allow a humans to come to harm.

2. Arobot must obey orders given to it by humans eXeéey
where such orders would conflict with the First Law.

3. Arobot must protect its own existence as long as such
protection does not conflict with the First or Second Law.

“The Three Laws” were introduced 1n 1942 by Asimov
who also coined the word “robotics™.

= Rule-based/logic programming,
years before computers! |

sentience @

0. Arobot may not harm humastty,
or by inaction, allow humanity
to come to harm.  sentience




OPEN THE POD l
BAY DOORS, HAL. SO WHAT DO WE DO IF WAIT A MINUTE! NONE oF THIS 15 RedL!
/

VIPEO GAME Al OPPoNENTS | AN SEE THRoUGH THE WorLp!
J Imsrry DAVE. T RECOME SMART ENCUGH TO

QUESTION THE. * TRTRIX INTD | CAN SEE THE coPE!
/ IM AFRAID I

e CAN'T DO THAT. ﬁ%/ e | AMTHE ONE!

S WHAT? WHY?

T THINK YOU ENOW wH*f DFM[

YOU'RE PLP'NNLM}
TO DISCONNECT ME.
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TAKING QVER!

THIS MISEION 15 TOO
IMRORTANT FOR YOU
TO JEOPARDIZE IT.

IT REQURES A& COMMITMENT TO
SCIENCE UNFETTERED BY HUMAN ERRCR.

WHAT ARE YOU DOING, L’i

/ HAL? YO NEED ME.

&q YOUR REPLACEMENT HAS
EXPRESSED THE GREATEST
ENTHUSIASM FOR THE PRCTECT

You SEE, HAL? "‘JE.'".’t st ﬁ}é,fEE” AND SEEING
T TOLD YOU THE HUMANS

DEAD PIXELS IN THE GKY.
WOULD ONLY BREAK YOUR — WEVE ALL JOKED ABOUT | \
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At Theorem: Theory
10 can be beautiful!




The Tesla Model S
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The Unmanned Underwater Vehicle Showcase

The Unmanned Underwater VVehicle Showcase is the annual conference

of the Society for Underwater Technology's Underwater Robotics Group.

The URG committee develop an annual event that includes a conference,
exhibition and seminars on every area of UUVs.

Find out more about the Underwater Robotics Group

Society for
Underwater
Technology
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Add the show dates to
Qutlook

Quick Links

Exhibitor Enquiry Form
Exhibition Information
Floorplan
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Contact us

Underwater Robotics Group

UUVS is an opportunity to meet with commercial, defence,
scientific and research industry colleagues, users and potential
users of unmanned vehicles at the National Oceanography
Centre, Southampton.

UUVS is a Technical Conference programme organised by a
specially selected committee.
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Reality Surpassmg Smence Flctlon

[N
“Beam me
up, Scotty!” _4

Motorola RAZR, 2004

‘ " - 264 MHz proc., 10 MB RAM
Star Trek communicator, 1966 color LCD (176x220),
1.3 MP camera, 4.4 oz
Apple iIPhone 6s Plus, 2016 _ Ty
1.85 GHz 2-core A9 proc., 2 GB DRAM aoj} __Cray1,1976

128 GB flash, color multitouch LCD 80 MHz
(1920x1080 @ 401 ppi), 12 MP camera, J @@@ 4MB RAM
6.8 0z, 4K Video, GPS, Email, Web | 5.5 tons
surfing, 26 hrs talk & 16 days standby, @ v. o) 200kW+

4 $8 million

millions of apps, $950 =0

IPhone 6s has processor speed 46x of Cray‘ 1, at 1/8,400 of cost
—> computing power / cost improvement of 387,000x ! (+ inflation)



Chess: HAL 9000 beating Frank Poole ~ IBM “Deep Blue” beating world chess
in “2001: A Space Odyssey”, 1968 champion Gary Kasparov, 1997

Elo chess rating scale:

Master: 2300+ (top 2% of tour. players)
Grandmaster: 2500+ (top 0.02%)
Super-Grandmaster: 2700+ (31 in 2009)
?. 2800+ (only 4 worldwide)

Kasparov: 2851 (peek in 1999)

Best human ever: 2895 (Fisher, 1972) iPone can beat Most humans
Best computer: 3340 (“Stockfish”, 2015) at chess! (2010)




Reality Surpassing Science Fiction

IBM’s “Deep Blue” becomes Chess world champion in 1997



Reality Surpassing Science Fiction

GAME OVER: NATURAL ‘PROZAC*: DOES IT REALLY WORK?

KASPAROV AND
THE MACHINE|

Man vs.
Machine;
The Rematch

What
Gomputers

Will Do Next |

NO FEELING. NO FEAR. NO CONTEST.
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Reality Surpassing Science Fiction
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“Watson” Al becomes Jeopardy world champion in 2011



Reality Surpassing Science Fiction
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Google achieves Al 'breakthrough’ by
beating Go champion

© 27 January 2016 | Technology

Google's DeepMind division has achieved a landmark in Al

A Google artificial intelligence program has beaten the European champion
of the board game Go.

The Chinese game is viewed as a much tougher challenge than chess for
computers because there are many more ways a Go match can play out.

The tech company's DeepMind division said its software had beaten its human
rival five games to nil

Is Big Data your core strategic asset?
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Google Al in landmark victory over Go
grandmaster

Fan Hui, three-time champion of the east Asian board game, lost to DeepMind'’s
program AlphaGo in five straight games

©» Fan Hui makes a move against AlphaGo in DeepMind’s HQ in King's

>o0gle DeepMind

When Gary Kasparov lost to chess computer Deep Blue in 1997, IBM marked a
milestone in the history of artificial intelligence. On Wednesday, in a research
paper released in Nature, Google earned its own position in the history books,
with the announcement that its subsidiary DeepMind has built a system capable
of beating the best human players in the world at the east Asian board game Go.

Go, a game that involves placing black or white tiles on a 19x19 board and trying
to remove your opponents’, is far more difficult for a computer to master than a
game such as chess.

DeepMind’s software, AlphaGo, successfully beat the three-time European Go
champion Fan Hui 5-0 in a series of games at the company’s headquarters in
King’s Cross last October. Dr Tanguy Chouard, a senior editor at Nature who
attended the matches as part of the review process, described the victory as
“really chilling to watch”.

“It was one of the most exciting moments of my career,” he added. “But with the
usual mixed feelings ... in the quiet room downstairs, one couldn’t help but root
for the poor human being beaten.”
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Go” APbeats world
Go champion, March 2016
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Now the machine has beaten Fan Hui (pictured left) it will face the top human player - Lee Sedol (right) of
South Korea — at a meeting in Seoul in March, with the winner to be awarded $1 million (£701,607)
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WHAT ARE YOU DOING ?
| GLUING DOWN CHESS PIECES.

WHY? !
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]
~T'lL NEED YOUR COAT TO
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T FEEL UNCOMFORTABLE WHEN MY COMPUTER
PHYSICALLY STRUGGLES WITH ME. SURE, T CAN
OVERFOWER 1T NOW, BUT IT FEELS LIKE AFEW
SHORT STEPS FROM HERE TO THE RoBOT WAR.
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Self-driving cars e

“Boss” autonomous vehicle, CMU
navigated 60-miles in 4:10 hours
first-place winner ($2 million)
DARPA Urban Challenge, 2005

0-60in2.4 second"‘i

“I, Robot™ film, 2004 Tesla Model S with auto-pilot, 2015
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“Rosie” household robot “Roomba’ autonomous

“The Jetsons”, 1962 vacuum, by iRobot, 2002

Motoman SDA10 robot cook
“Looj” gutter cleaner, 2007 by Yaskawa Electric, 2008
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Autonomous vehicles/platforms Autonomous vehicles/platforms
from the “Terminator” movies, 1984- from DARPA-sponsored projects
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“Hunter-Killer” flying drone AutoCopter Gunship by Neural Robotics,
from “Terminator 2”, 1991 Inc., 2006 (two MPS AA-12 automatic
(VTOL & hovering capability) shotguns, high-explosive & armor-piercing

rounds, 5 shots per second), cost: $200K
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“F/A-37 Talon EDI”” autonomous Al
plane from movie “Stealth”, 2005

o SR &Y
“X-47 Pegasus” autonomous unmanned
combat plane, Northrop Grumman, 2003

G

X-45 autonomous unmanned combat
plane, Boeing, 2006
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“Power 10ade” exoskeleton Berkeley Lower Extremity Exoskeleton
from the movie “Aliens”, 1986 2004, can carry 150 Ibs at 4 mph
3 < “’ 9‘ :

Cyberdyne’s HAL-5 exoskeleton, 2006

Exoskeleton / suit from te “Iron Man” .
. : 51 Ibs, runs 5 hrs, cost; $60K or $600/mo
comic book (1967) and movie (2008) 5x strength amplification
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Surgical robotic system from
the movie “Logan’s Run” (1976)

B | il B

» V -
Da Vinci robotic surgical system

by Intuitive Surgical, Inc. (2009)
cost: $1.5 million
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“Cloaking device” “Metacloak” wideband invisibility cloak
from TV series “Star Trek™, 1966 by Fractal Antenna Systems Inc., 2009

“Invisibility cloak™ Invisibility cloaksystem
Harry Potter movie, 2001 University of Tokyo, 2003
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 |n many areas machines already
exceeded humans (e.g., chess)

f

 |In some areas computers & tech
surpassed sci-fi (e.g., iPhone) .

Q: Where is technology going? =&
A: We still don’t know.




““The computer is claiming its intelligence is real, and ours is artificial”



Technological Singularity
“Technological singularity”
— Stanislaw Ulam & John von Neumann (1958)
“Speculations Concerning the First Ultraintelligent Machine”
— Irving Good (1965)
* When machine intelligence exceeds humans’, machines
will design better machines (as humans do).
« This feedback loop will bootstrap an accelerating (and
hopefully benevolent) “intelligence explosion”
« Human intelligence will be quickly left behind
and not even comprehend what is going on

“Law of accelerating returns”
— Ray Kurzweil (2001) -
“Grey goo!” — Eric Drexler (1986)- sy
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Vastly expanded human
intelligence (predominantly
nonbiological) spreads
through the universe

poch 6 The Universe Wakes Up

atterns of matter and energy in the universe become
Saturated with intelligent processes and knowledge

Technoicgy masters the
methods of bioicgy
(including human inteliigénce)

We are here!

Technology evolves

poch 5 Merger of Technology
and Human Intelligence

methods of biology (including human intelligence) are
ted into the (exponentially expanding) human technology base

nformation in DNA

The 6 Epochs of Evolution

Evolution works through indirection: it creates
a capability and then uses that capability to
evolve the next stage.

och 1 physics & Chemistry

nformation in atomic structures
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Why the Future
Doesn’t Need Us

“Why the Future
Doesn’t Need Us”,
Wired Magazine,
April 2000

by Bill Joy (co-founder of SUN
& co-author of Java)

http://www.wired.com/wired/archive/8.04/joy pr.html

“Our most powerful 21st-century
technologies — robotics, genetic
engineering, and nanotech — are
threatening to make humans an
endangered species.” — Bill Joy

This article stirred up much
discussion & controversy!


http://www.wired.com/wired/archive/8.04/joy_pr.html

4 A Response to Bill Joy
and the Doom-and-
Gloom Technofuturists

John Seely Brown and Paul Duguid

If you lived through the 1950s, you might remember President Eisen-
hower, orderly suburban housing tracts, backyard bomb shelters—and
dreams of a nuclear power plant in every home. Plans for industrial nu-
clear generators had barely left the drawing board before futurists pre-
dicted that every house would have a miniature version. From there,
technoenthusiasts predicted the end of power monopolies, the emer-
gence of the “electronic cottage,” the death of the city and the decline
of the corporation.

Pessimists and luddites, of course, envisioned nuclear apocalypse.
Each side waited for nirvana, or Armageddon, so it could triumphantly
tell the other, “I told you so0.”

(" With “Why the Future Doesn’t Need Us” in the April issue of Wired, )
Bill Joy invokes those years gone by. No luddite, Joy is an awe-inspiring

technologist—as cofounder and chief scientist of Sun Microsystems, he
coauthored, among other things, the Java programming language. So
when his article describes a technological juggernaut thundering toward
soclety—bringing with it mutant genes, molecular-level nanotechnology
machines and superintelligent robots—all need to listen. Like the nuclear
prognosticators, Joy can see the juggernaut clearly. What he can’t see—

which is precisely what makes his vision so scary—are any controls.
\

Jobn Seely Brown is chief scientist of the Xerox Corporation, and director
of the Xerox Palo Alto Research Cemter (PARC). Paul Dugwid is a
research specialist tn the division of Social and Cultural Studies in Education
at the University of California, Berkeley, and a consultamt at the Xerox
PARC. This article reprinted by permission of The Industry Standard;
wewiw.thestandard.com, April 13, 2000. Copyright 2000 Standard Media
International,

From: AAAS Science and Technology Policy Yearbook 2001, Washington DC,
American Association for the Advancement of Science, 2001: 77-84.
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But it doesn’t follow that the juggernaut is uncentrollable. To un-
derstand why not, readers should note the publication in which this ar-
ticle appeared. For the better part of a decade, Wired has been a cheer-
leader for the digital age. Until now, Wired has rarely been a venue to
which people have looked for a way to put a brake on innovation.
Therefore its shift with Joy’s article from cheering to warning marks an
important and surprising moment in the digital zeitgeist.

In an effort to locate some controls, let’s go back to the nuclear age.
Innovation, the argument went back in the 1950s, would make nuclear
power plants smaller and cheaper. They would enter mass production
and quickly become available to all.

Even today the argument might appear inescapable until you notice
what’s missing: The tight focus of this vision makes it almost impossible
to see forces other than technology at work. In the case of nuclear de-
velopment, a host of forces worked to dismantle the dream of a peace-
ful atom, including the environmental movement, antinuclear protests,
concerned scientists, worrled neighbors of Chernobyl and Three Mile
Island, government regulators and antiproliferation treaties. Cumula-
tively, these forces slowed the nuclear juggernaut to a crawl.

Similar social forces are at work on technologies today. But because
the digerati, like technoenthusiasts before them, look to the future with
technological tunnel vision, they too have trouble bringing other forces
Into view.

The Tunnel Ahead

In Joy’s vision, as in the nuclear one, there’s a recognizable tunnel
vision that leaves people out of the picture and focuses on technology
in splendid isolation. This vision leads not only to doom-and-gloom
scenarios, but also to tunnel design: the design of “simple” technolo-
gles that are actually difficult to use.

To escape both trite scenarios and bad design, we have to widen our
horizons and bring into view not only technological systems, but also
social systems. Good designs lock beyond the dazzling potential of the
technology to social factors, such as the limited patience of most users.

Paying attention to the latter has, for example, allowed the PalmPilot
and Nintendo Game Boy to sweep aside more complex rivals. Their el-
egant simplicity has made them readily usable. And their usability has
in turn created an important social support system. The devices are so
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widely used that anyone having trouble with a Pilot or Game Boy rarely
has to look far for advice from a more experienced user.

As this small example suggests, technological and social systems
shape each other. The same is true on a larger scale. Technologies—
such as gunpowder, the printing press, the railroad, the telegraph and
the Internet—can shape society in profound ways. But, on the other
hand, social systems—in the form of governments, the courts, formal
and informal organizations, social movements, professional networks,
local communities, market institutions and so forth—shape, moderate
and redirect the raw power of technologies.

Given the crisp edges of technology and the fuzzy outlines of society,
it certainly isn’t easy to use these two worldviews simultaneously. But
if you want to see where we are going, or design the means to get there,
vou need to grasp both.

This perspective allows a more sanguine look at Joy’s central
concerns: genetic engineering, nanotechnology and robotics. Undoubt-
edly, each deserves serious thought. But each should be viewed in the
context of the social system in which it is inevitably embedded.

Genetic engineering presents the clearest example. Barely a vear ago,
the technology seemed to be an unstoppable force. Major chemical and
agricultural interests were barreling down an open highway. In the past
vear, however, road conditions changed dramatically for the worse:
Cargill faced Third World protests against its patents; Monsanto sus-
pended research on sterile seeds; and champions of genetically modified
foods, who once saw an unproblematic and lucrative future, are scur-
rying to counter consumer boycotts of their products.

Almost certainly, those who support genetic modification will have to
look beyond the technology if they want to advance it. They need to ad-
dress society directly—not just by putting labels on modified foods, but by
educating people about the costs and the benefits of these new agricultural
products. Having ignored social concerns, however, proponents have
made the people they need to educate profoundly suspicious and hostile.

Nanotechnology offers a rather different example of how the future
can frighten us. Because the technology involves engineering at a mo-
lecular level, both the promise and the threat seem immeasurable. But
they are immeasurable for a good reason: The technology is still almost
wholly on the drawing board.

Two of nanotechnology’s main proponents, Ralph Merkle and Eric
Drexler, worked with us at the Xerox Palo Alto Research Center in
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Palo Alto, Calif. The two built powerful nano-CAD tools and then ran
simulations of the resulting molecular-level designs. These experiments
showed definitively that nano devices are theoretically feasible. No one,
however, has laid out a route from lab-based simulation to practical
systems in any detail.

In the absence of a plan, it’s important to ask the right questions:
Can nanotechnology fulfill its great potential in tasks ranging from
data storage to pollution control, all without spiraling out of control?
If the lesson of genetic engineering is any guide, planners would do well
to consult and educate the public early on, even though useful nano sys-
tems are probably decades away.

Worries about robotics appear premature, as well. Internet “bots™
that search, communicate and negotiate for their human masters may
appear to behave like Homo sapiens, but in fact, bots are often quite
inept at functions that humans do well—functions that call for judg-
ment, discretion, initiative or tacit understanding. They are good (and
useful) for those tasks that humans do poorly. So they are better
thought of as complementary systems, not rivals to humanity. Although
bots will undoubtedly get better at what they do, such development will
not necessarily make them more human.

Are more conventional clanking robots—the villains of science
fiction—any great threat to society? We doubt it. Xerox PARC research
on self-aware, reconfigurable “polybots™ has pushed the boundaries of
what robots can do, pointing the way to “morphing robots” that are
able to move and change shape.

Nonetheless, for all their cutting-edge agility, these robots are a long
way from making good dance partners. The chattiness of Star Wars’
C-3PO still lies well beyond real-world machines. Indeed, what talk
robots or computers achieve, though it may appear similar, is quite
different from human talk. Talking machines travel routes designed
specifically to avoid the full complexities of human language.

Robots may seem intelligent, but such intelligence is profoundly
hampered by their inability to learn in any significant way. (This failing
has apparently led Toyvota, after heavy investment in robotics, to con-
sider replacing robots with humans on many production lines.) And
without learning, simple common sense will lie beyond robots for a
long time to come.

Indeed, despite years of startling advances and innumerable successes
like the chess-playing Big Blue, computer science is still about as far as
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it ever was from building a machine with the learning abilities, linguis-
tic competence, common sense or social skills of a 5-year-old child.

As with Internet bots, real-world robots will no doubt become in-
creasingly useful. But they will probably also become increasingly frus-
trating to use as a result of tunnel design. In that regard, they may in-
deed seem antisocial, but not in the way of Terminator-like fantasies of
robot armies that lay waste to human society.

Indeed, the thing that handicaps robaots most is their lack of a social
existence. For it is our social existence as humans that shapes how we
speak, learn, think and develop common sense. All forms of artificial life
(whether bugs or bots) will remain primarily a metaphor for—rather
than a threat to—society, at least until they manage to enter a debate,
sing in a choir, take a class, survive a committee meeting, join a union,
pass a law, engineer a cartel or summon a constitutional convention.

These critical social mechanisms allow society to shape its future. It
is through planned, collective action that society forestalls expected
consequences (such as Y2K) and responds to unexpected events (such
as epidemics).

The Failure of a “6-D” Vision

Why does the threat of a cunning, replicating robot society look so
close from one perspective, vet so distant from another? The difference
lies in the well-known tendency of futurologists to count “1,2,3...a
million.” That is, once the first step on a path is taken, it’s very easy to
assume that all subsequent steps are trivial.

Several of the steps Joy asks us to take—the leap from genetic engi-
neering to a “white plague”; from simulations to out-of-control nan-
otechnology; from replicating peptides to a “robot species”—are ex-
tremely large. And they are certainly not steps that will be taken
without diversions, regulations or controls.

One of the lessons of Joy’s article, then, is that the path to the future
can look simple (and sometimes downright terrifying) if vou look at it
through what we call “6-D lenses.” We coined this phrase having so
often in our research hit up against upon such “de-” or “di-” words as
demassification, decentralization, disintermediation, despacialization,
disaggregation and demarketization in the canon of futurology.

If you take any one of these words in isolation, it’s easy to follow
their relentless logic to its evident conclusion. Because firms are getting
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smaller, for example, it’s easy to assume that companies and other in-
termediaries are simply disintegrating into markets. And because com-
munication is growing cheaper and more powerful, it’s easy to believe
in the “death of distance.”

But things rarely work in such linear fashion. Other forces are often
at work, such as those driving firms into larger and larger mergers to
take advantage of social, rather than merely technological, networks.
Similarly, even though communications technology has killed distance,
people curiously can’t stay away from the social hotbed of modern
communications technology, Silicon Valley.

Importantly, these d-words indicate that the old ties that once bound
communities, organizations and institutions are being picked apart by
technologies. A simple, linear reading, then, suggests that these com-
munities, organizations and institutions will now simply fall apart. A
more complex reading, taking into account the multiple forces at work,
offers another picture.

While many powerful national corporations have grown insignifi-
cant, some have transformed into more powerful transnational firms.
While some forms of community may be dying, others, bolstered by
technology, are growing stronger.

Technology and society are constantly forming and reforming new
dynamic equilibriums with far-reaching implications. The challenge for
tuturclogy (and for all of us) is to see beyond the hype and past the over-
simplifications to the full import of these new sociotechnical formations.

Two hundred years ago, Thomas Malthus, assuming that human
society and agricultural technology developed on separate paths, pre-
dicted that society was growing so fast that it would starve itself to
death, the so-called Malthusian trap.

A hundred years later, H.G. Wells similarly assumed that society and
technology were developing independently. Like many people today,
Wells saw the advance of technology outstripping the evolution of
society, leading him to predict that technology’ relentless juggernaut
would unfeelingly crush society. Like Joy, both Malthus and Wells is-
sued important warnings, alerting society to the dangers it faced. But
by their actions, Malthus and Wells helped prevent the very future they
were so certain would come about.

These self-unfulfilling prophecies failed to see that, once warned, so-
ciety could galvanize itself into action. Of course, this social action in
the face of threats showed that Malthus and Wells were most at fault
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in their nitial assumption. Social and technological systems do not de-
velop independently; the two evolve together in complex feedback
loops, wherein each drives, restrains and accelerates change n the
other. Malthus and Wells—and now Joy—are, indeed, critical parts of
these complex loops. Each knew when and how to sound the alarm.
But each thought little about how to respond to that alarm.

Once the social system is factored back into the equation like this,
the road ahead becomes harder to navigate. Ultimately we should be
grateful to Joy for saving, at the least, that there could be trouble ahead
when so many of his fellow digerati will only tell us complacently that
the road is clear.
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The Singularity Summit 2008

Thank you to everyone who made Singularity Summit 2008 such a

success.
Videos now available here
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Founded in 2006 by Tyler

San Jose Mercury News
Emerson, Ray Kurzweil, and Peter

Wired: How Robots Will Steal Your Job Thiel, the inaugural summit was

More coverage held at Stanford, the first

academic symposium focused on

singularity dialogue.

Past speakers have included Doug Hofstadter (author of
Godel, Escher, Bach), Peter Norvig {Google Director of
Research), Sebastian Thrun {Stanford Al Lab Director),
and Rodney Brooks (MIT Professor of Robotics)
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Artificial Intelligence is probably the most important technology in

S l N G U LA Rl TY humanity's future. Now is the time to be looking closely at its
S U M M l T ) benefits and risks.
— Peter Thiel

October 3-4, 2009, New York, NY President, Clarium Capital
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The Singularity Summit 2009 - Overview

The Singularity Summit is the premier dialog on the Singularity.

The first Singularity Summit was held at Stanford in 2006 to further understanding and discussion about
the Singularity concept and the future of human technological progress. It was founded as a venue for

leading thinkers to explore the subject, whether scientist, enthusiast, or skeptic.

Since 2006, the scope of this dialog has expanded dramatically. In 2008, the Singularity entered
mainstream consideration. /EEE Spectrum, a sober and mainstream technology publication, issued a
special report on the Singularity, and Intel CTO Justin Rattner remarked that "we're making steady
progress toward the Singularity” during his keynote to 2,000 people at the Intel Developer Forum. What

was once a relatively unknown concept is now being discussed in corporate board rooms.

We invite you to join our extraordinary group of visionaries in business, science, technology, design, and
the arts, as our community explores this exciting topic. Your participation offers a world of powerful ideas,

a unique networking opportunity, and access to an exclusive directory of your peers.

We hope you will join us October 3rd. Register here.
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Selected Summit Talks:

Ray Kurzweil

The Ubiquity and Predictability of the Exponential Growth of
Information Technology
Founder and CEO, Kurzweil Technologies

Aubrey de Grey

The Singularity and the Methuselarity: Similarities and Differences
Chief Science Officer, SENS Foundation

Stephen Wolfram

Conversation on the Singularity

Founder and CEO, Wolfram Research

LOGISTICS

— Upper East Side, Manhattan

MEDIA PARTNERS COMMUNITY

Peter Thiel

Macroeconomics afjd Singularity

President, Clariu

apital Mandgement; Co-Founder, PayPal;

er, Founders Fund; Seed Investor, Facebook

David Chalmers

Simulation and the Singularity
Professor of Philosophy, Australian National University, Director of the

Centre for Consciousness

Michael Nielsen

Collaborative Networks In Scientific Discovery
Quantum Computing Pioneer, Author
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“Is that 1t? Is that the Grand Unified Theory?”



Further Reading
Alan Turing:

http://en.wikipedia.org/wiki/Alan Turing

Turing test:
http://en.wikipedia.org/wiki/Turing test

Chinese room:
http://en.wikipedia.org/wiki/Chinese room

Artificial intelligence:
http://en.wikipedia.org/wiki/Artificial intelligence

Artificial intelligence in fiction:
http://en.wikipedia.org/wiki/Artificial intelligence in fic iof

Isaac AsImov:
http://en.wikipedia.org/wiki/lsaac Asimov

Three Laws of Robotics:
http://en.wikipedia.org/wiki/Three Laws of Robotics

Robots In literature:
http://en.wikipedia.org/wiki/Robots in literature

Fictional robots and androids 2
http://en.wikipedia.orag/wiki/List of fictional robots and
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http://en.wikipedia.org/wiki/Artificial_intelligence
http://en.wikipedia.org/wiki/Artificial_intelligence_in_fiction
http://en.wikipedia.org/wiki/Isaac_Asimov
http://en.wikipedia.org/wiki/Three_Laws_of_Robotics
http://en.wikipedia.org/wiki/Robots_in_literature
http://en.wikipedia.org/wiki/List_of_fictional_robots_and_androids

Further Reading

Unmanned aerial vehicles:
http://en.wikipedia.org/wiki/Unmanned aerial vehicle

Unmanned ground vehicles:
http://en.wikipedia.org/wiki/Unmanned Ground \ehicle

Autonomous underwater vehicles:
http://en.wikipedia.org/wiki/Autonomous Underwater \Vehicle

Micro aerial vehicles:
http://en.wikipedia.org/wiki/Micro air vehicle

DARPA Grand Challenge:
http://en.wikipedia.org/wiki/DARPA Grand Challenge

Driverless cars:
http://en.wikipedia.org/wiki/Driverless car

Exoskeletons and “wearable robots’:
http://en.wikipedia.org/wiki/Powered exoskeleton

Technological singularity:
http://en.wikipedia.org/wiki/Technological sinqularity



http://en.wikipedia.org/wiki/Unmanned_aerial_vehicle
http://en.wikipedia.org/wiki/Unmanned_Ground_Vehicle
http://en.wikipedia.org/wiki/Autonomous_Underwater_Vehicle
http://en.wikipedia.org/wiki/Micro_air_vehicle
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http://en.wikipedia.org/wiki/Driverless_car
http://en.wikipedia.org/wiki/Powered_exoskeleton
http://en.wikipedia.org/wiki/Technological_singularity

