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Knowing the object grabbed by a hand can offer essential contextual information for interaction between the human and the physical world. This paper presents a novel system, ViObject, for passive object recognition that uses accelerometer and gyroscope sensor data from commodity smartwatches to identify untagged everyday objects. The system relies on the vibrations caused by grabbing objects and does not require additional hardware or human effort. ViObject’s ability to recognize objects passively can have important implications for a wide range of applications, from smart home automation to healthcare and assistive technologies. In this paper, we present the design and implementation of ViObject, to address challenges such as motion interference, different object-touching positions, different grasp speeds/pressure, and model customization to new users and new objects. We evaluate the system’s performance using a dataset of 20 objects from 20 participants and show that ViObject achieves an average accuracy of 86.4%. We also customize models for new users and new objects, achieving an average accuracy of 90.1%. Overall, ViObject demonstrates a novel technology concept of passive object recognition using commodity smartwatches and opens up new avenues for research and innovation in this area.
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1 INTRODUCTION

Despite the massive advancements in technology today, there still remains a distinct divide between our physical world and the technological world. While most of us interact with electronic devices on a daily basis, we exist in two separate realms in a sort of symbiosis, where we benefit from the convenience of technology while technology builds and improves with our use over time. However, it is still easy to point at an object and identify which realm it belongs to, the technological world or our own. In this work, we explore a world heavily inspired by the idea of changing the world itself into an interface [25].

Daily object recognition is one of the technologies to help bridge the divide between our world and the technological world by using mundane objects as triggers for specific services. Attaching tags to objects has been widely proposed, where tags are used to retrieve information about the objects. QR codes, RFID tags [46], near-field communication (NFC) [13], and acoustic barcodes [20] have been utilized to recognize and automatically select the target service from the mobile devices. Vision-based solutions utilize computer vision and machine learning techniques to identify objects captured within the frame of the cameras [10, 26]. Capacitivo [49] and Tessutivo [14] recognized objects placed on customized fabrics, using capacitive sensing. Electromagnetic (EM) based sensing approaches require specialized EM sensors as well, and are applicable to only electrical appliances that emit EM signals [31, 44]. Other approaches also require customized devices to emit active signals (e.g., vibrator [37], millimeter wave [55], etc) to identify objects. Despite these advantages, customized devices reduce accessibility and thus their deployability is limited. Some acoustic-based approaches recognize objects through different sounds by knocking on different objects [15, 34, 42]. However, these approaches require users to have extra actions to indicate users’ intentions, which disrupts people’s daily activities and sets a boundary between the technology world and the physical world.

This paper introduces ViObject, a system designed for tangible interactions that harnesses passive vibrations—originating from the grasp of everyday objects)—instead of active vibrations produced by vibrators, to
enable object recognition. By capturing the unique passive vibrations that propagate through the hand when an object is grabbed, ViObject can identify untagged everyday objects. Leveraging the accelerometer and gyroscope sensors embedded in commodity smartwatches, ViObject can capture and process these grab-object-induced vibrations, enabling seamless and intuitive object recognition without requiring additional hardware or user effort.

One of the key advantages of ViObject is its focus on smooth integration with people’s daily lives. Unlike other techniques that require users to take extra actions, such as attaching sensors or taking pictures, ViObject reads data from users’ daily movements using a hand-worn smartwatch without disrupting their habits or daily routines. This facilitates borderless and fluid interactions between the technological world and our daily lives. Additionally, the popularity of commodity smartwatches and the development community surrounding them makes ViObject a practical and accessible solution for a wide range of applications.

The development of ViObject poses several challenges that need to be addressed. Firstly, the vibration signal generated by grabbing an object is relatively weak and can be overwhelmed by the hand’s movement signal, particularly with a limited Inertial Measurement Unit (IMU) sampling rate. Moreover, unlike active sensing approaches that use customized signals with specific frequencies as a signal source for sensing, the passive signals captured from grabbing objects are unmodulated and have varying frequencies, which makes detection and feature extraction more challenging. Additionally, the vibration signal induced when the user touches an object can vary depending on applied pressure and speed. Objects vary in shape and size, so the induced vibration signals also depend on object-touching positions. Lastly, new end users may need to identify new objects that are unique to their homes.

To overcome these challenges, we propose several techniques in ViObject. Firstly, we eliminate interference through signal processing and augmentation techniques. Secondly, we use interpolation to enhance samples and leverage attention-based residual networks to improve the system’s accuracy. Thirdly, we design an adversarial training regularization with center loss to mitigate the impact of orientation changes. Finally, we employ generalized few-shot learning with data synthesis for object customization, enabling the system to recognize new objects and users with minimal training data. These techniques enable ViObject to effectively recognize objects passively using smartwatches’ accelerometer and gyroscope sensor data, addressing new research and innovation opportunities.

The performance of ViObject was evaluated using data collected from 20 participants interacting with 20 different daily objects while wearing a smartwatch. The collected data was analyzed to assess the system’s basic performance, and the average recognition accuracy was found to be 86.4%. A subsequent experiment was conducted with 10 additional participants to test ViObject’s ability to recognize new objects customized by users. The results demonstrated excellent accuracy (90.1%) for new users and new objects, even when the objects were grabbed from different angles with varying pressure and speed, and different parts of the object were grabbed. The performance of ViObject was consistent across different smartwatches and over a week. An end-to-end standalone app was implemented on an Android smartwatch for object recognition in real-time, which included the Android TextToSpeech module to play the sound of the prediction. A user experience study was conducted to evaluate the app, and the results showed positive user feedback. Furthermore, ViObject achieved low latency and low power consumption (see section 5), making it a practical and efficient solution for everyday use.

This system has its inherent limitations. Numerous objects have yet to be tested in real-world scenarios, especially when objects bear close resemblance to each other. As the variety of objects increases, distinguishing between some may pose challenges. Nevertheless, ViObject strives to validate a new concept: recognizing objects from daily grasp actions. Moreover, most applications only need to employ a selective and manageable set of objects. For instance, recognizing a single pill bottle can facilitate medication reminders, while identifying a singular dumbbell can support fitness tracking. A curated set of daily objects could be instrumental in assessing Alzheimer’s disease progression. A few specified daily objects can also activate corresponding smart home
services. In escape room scenarios, ViObject can detect when participants pick up a few particular objects, subsequently triggering clues or furnishing additional insights via the smartwatch to aid puzzle-solving. By identifying passive vibrations from daily object interactions, ViObject bridges the gap between our physical and digital realities, transforming the physical world around us into an interactive interface.

To summarize, our main contributions are:

- To the best of our knowledge, we are the first to harness passive vibrations to recognize daily objects using the IMU sensor found in many common smartwatches. We also conducted a series of feasibility studies to understand the principle behind this new concept.
- We have designed a novel technical process to eliminate interference (e.g., hand movement, grasp speed, and strength), extract fine-grained features from various object-touching positions using a transformer-based network, and customize the model for new users and new objects.
- We have developed an end-to-end standalone system in commercial smartwatches, which can achieve real-time object recognition. Extensive experiments have been conducted to demonstrate ViObject’s accuracy, robustness, and user experience.

2 RELATED WORK

We first review prior sensing systems and methods that enable similar object recognition capabilities as ViObject. We then cover work that more closely aligns with our technical approach of vibration sensing.

2.1 Vibration Based Object Recognition

A mechanical vibration that propagates through a medium leaves a unique signature. Vibration-based object recognition follows two strategies: active vibration and passive vibration.

The former is to have a device generating modulated active vibrations, e.g., motor-powered vibrations. For example, ViBand [30] measured a vibration transmitted through the human body to recognize the object which attached a tag generating vibrations. VibSense [33] attached a vibrator on objects. VibEye [37] made devices worn on fingers to generate vibrations. In this way, this system can recognize objects when users hold objects.

Unlike these existing works which only work with devices generating active vibrations, ViObject does not require devices to make vibrations but uses passive vibrations induced by grabbing objects.

The other approaches [15, 34, 42] recognized objects through passive sounds by knocking on different objects. However, these approaches require users to have extra actions to indicate users’ intentions, which disrupts people’s daily activities and sets a boundary between the technology world and the physical world. For instance, Knocker [15] introduced a method enabling users to tap their phone on a target for object identification, akin to using a phone to capture an image for object recognition. However, both these approaches necessitate additional user actions, potentially disrupting their ongoing activities. In contrast, ViObject identifies user’s hand grasp without requiring extra actions to their daily activities. Moreover, while Knocker assumes users must tap on a specific spot of an object, ViObject explores diverse object grasp variations, particularly different positions of contact. To solve these challenges, ViObject first mitigates interference through adept signal processing and augmentation techniques. Secondly, it employs interpolation to enrich sample data and leverages attention-based residual networks to bolster the system’s accuracy. Thirdly, an adversarial training regularization combined with center loss design is implemented to alleviate the impact of orientation changes.

ViObject aims to help remove these currently necessary extra actions and aims to create borderless and fluid interactions between the technological world and our own. Thus, ViObject recognizes grab-object-induced vibrations without affecting our daily activities.
2.2 Other Object Recognition Methods

There are many technologies using different sensors for sensing, such as cameras [10, 26], capacitive sensors [39], RF sensors [11, 55], light sensors [18, 40, 56], EMG sensors [12]. Ohnishi et al. [38] captured images using a wrist-worn camera to identify handheld objects. WristSense [35] recognized hand-held objects using wrist-worn cameras. Magic Finger [54] embedded multiple image sensors to track and capture the surfaces of different materials touched by a finger. However, vision-based systems are easily affected by the lighting condition of the environment and the misalignment of the object in the line of sight or require special hardwares such as RGB-Depth cameras. RadarCat [55] is a technique using millimeter-wave radar. It could classify various kinds of objects such as body parts, transparent materials, and everyday objects placed on the sensing pad. TUIC [57] identified tagged objects through a touchscreen (i.e. mutual capacitive sensing) by recognizing the geometrical pattern of the tag. With Capacitive NFCs [16], target objects were instrumented using an active tag. Zanzibar [43] recognized objects by implementing NFC tags. TagScan [45] identified different types of liquids using RFID. Another approach in recognizing and controlling appliances is sensing electromagnetic (EM) emissions [31, 50]. This approach exploits the uniqueness of EM signals emitted by electronic appliances for object recognition. The EM-based approach is, however, limited to electronic appliances since non-electronic objects do not emit EM signals. Most recently, Capacitivo [49] and Tessutivo [14] recognized objects placed on fabrics, using capacitive sensing. These works either attached tags on objects or used customized hardware. Unlike these works, ViObject recognizes untagged daily objects by passive grab-induced vibrations with a commodity smartwatch, which is more practical and easily accessed than customized devices.

2.3 Vibration Based Sensing

Vibrations carry rich information of locations [6–8], identifications [48, 53], gestures [19, 58], activities [24], speech [17], materials [37], weights [60] and so on for sensing technology. Kunze et al. [28] and Cho et al. [9] find the location of a mobile phone by measuring acceleration (and also sound [28]) using internal sensors after imposing a vibration. Such hand-transmitted vibrations are generated and measured by surface transducers and contact microphones. Most recently, ViFin [4] harnesses passive finger movement vibration to recognize in-air micro finger writing. There are some works [3, 5, 59] recognizing locations of the human body where a finger taps on it. These systems learned the unique profile of the finger-tap-induced vibrations on a specific body area. TouchPass [52] authenticated users by detecting touch vibrations on smartphones. VibeBin [62] took advantage of resonance when the object was exposed to vibration. This system learned the discrete fill-levels of a waste bin and then classified them using clustering. Some researchers used the motor in smartphones to generate active vibrations. VibroScale [60] estimates the relative induced intensity of an object placed on a smartphone. Vi-Liquid [23] identified different liquids in a container placed on a smartphone. Vibrosight [61] remotely detected unique vibration patterns of activities with laser vibrometry.

Compared to these works, our work is the first to harness grab-object-induced passive vibrations to recognize different objects in daily life with a commodity smartwatch. ViBand [30] and the following works [29, 51] recognized various gestures using smartwatches. However, our system involves the interaction between hands and objects, which is more challenging than just hands. Sharma, etc. [41] classified hand gestures while holding an object. However, our work differs in approach and research objectives. Additionally, object recognition has different challenges from gesture recognition, such as different object-touching positions and different interference.
3 FEASIBILITY STUDY

In this study, we begin by explaining the theory of operations for our system. We then examine the uniqueness of objects by analyzing their vibration signals. Next, we investigate the factors that contribute to an object’s uniqueness, including material differences, mass, size, and shape. Finally, we explore potential sources of interference for object uniqueness, such as variations in object-touching position, grasp speed, and strength.

3.1 Theory of Operations

The proposed system for passive object recognition is based on the physical phenomenon of mechanical vibration. When an untagged everyday object is grasped, the action of the fingers and hand generates vibration waves that propagate through the object and the hand, and are eventually detected by the IMU sensor in the smartwatch. Mathematically, the vibration signal can be modeled as a mechanical wave with a certain frequency, amplitude, and phase, which depends on the properties of the object, such as its mass, materials, and shape. The vibration signal can be expressed as a function of time, position, and direction using the wave equation:

$$\nabla^2 \vec{u} - \frac{1}{c^2} \frac{\partial^2 \vec{u}}{\partial t^2} = 0$$

where $\vec{u}$ is the displacement vector, $c$ is the wave speed, and $\nabla^2$ is the Laplace operator. The solution of this equation gives the vibration waveform that can be measured by the IMU sensor. The physics behind this approach is that the vibration signature of each object is unique and can be used as a fingerprint for identification. [15, 37] Overall, the system leverages the physical properties of mechanical vibration and mathematical tools to achieve passive object recognition using commodity smartwatches.

3.2 The Vibration Uniqueness of Objects

We conducted an experiment to observe the passive vibrations induced by grabbing objects. An experimenter grabbed 10 different daily objects (five times each) while wearing a commodity smartwatch. We plotted the vibration signals of the max of the accelerometer axes. As shown in Fig. 2, the grab-object-induced vibration features from the same object show similar patterns, while different from different objects. Photos of these objects are shown in Figure 10.
objects are shown in Figure 10. Therefore, this experiment demonstrated that passive grab-object-induced vibrations are unique for different daily objects.

3.3 Mass, Material, Size, or Shape?

Although the passive vibrations induced by different daily objects are unique, we investigated what enables ViObject to distinguish between different objects. Is it the material, weight, shape, or size of the object?

To answer this question, we conducted an experiment with four types of objects, as shown in Figure 4. Each object type consisted of four objects with different weights (Figure 4(1)): four plastic cubes containing different numbers of small hollow plastic cubes; materials (Figure 4(2)): aluminum, copper, wood, and iron; shapes (Figure 4(3)): four toy characters made of rubber with different shapes; and sizes (Figure 4(4)): air balls with different sizes. For each group of four objects, one factor was varied while the other three factors were kept constant. For example, air balls of different sizes had similar weights, shapes, and materials because the air inside is very light. We randomly grabbed each object 40 times.

To understand how vibration responses distinguish between objects, we used t-distributed Stochastic Neighbor Embedding (t-SNE) to visualize the vibration responses of different objects. t-SNE is a dimensionality reduction technique that visualizes data from high-dimensional to low-dimensional space in a way that similar points are plotted nearby. Figure 3 shows t-SNE for the four types of objects, with 40 samples per object (iteration=1K, perplexity=30).

Figure 3(1) shows that four objects with different weights are very close to each other, making it difficult to classify them. However, Figure 3(2) shows that four objects with different materials are easier to separate from each other, even though these four objects have the same shape and size. Therefore, we believe that material contributes significantly to the features of vibrations induced by grabbing objects. Figures 3(3) and 3(4) show that four objects with different shapes or sizes are well-separated with the most distinguishable distances, even though they have the same materials. We believe that different sizes and shapes of objects cause different finger gestures when grabbing them, which leads to different vibration profiles. In conclusion, this experiment demonstrated that different masses could not differentiate between objects, while shape, size, and material jointly contribute to the recognition of objects through vibrations induced by grabbing.

3.4 The Impact of Object-touching Position

In order to investigate the potential impact of touching different parts of an object on the vibration responses, we conducted a study using Pikachu (as shown in Fig. 4 (3)). Specifically, we conducted a total of 90 grabs of Pikachu, with each position being grabbed 30 times while maintaining a fixed object position. The positions for grabbing were changed three times during the study.

Fig. 3. T-SNE visualization of vibration responses for different objects. (1) Four objects with different weights. (2) different materials. (3) different shapes. (4) different sizes.
Fig. 4. Different (1) materials, (2) weights, (3) shapes, (4) sizes. These four sets of objects were used to study what reasons contribute to object recognition using grab-induced vibrations.

Fig. 5. T-SNE Visualization for (1) different object-touching positions and (2) different grab speeds and forces, highlighting the potential impact of these factors on the performance of object recognition.

We employed t-SNE to visualize the potential variations in vibration responses resulting from different object-touching positions. The results, as shown in Fig. 5 (1), confirmed our initial concern that different object-touching positions can indeed lead to variations in vibration responses. This finding highlights the need to address this potential problem in the object recognition system under development. Further studies have been conducted in the section 4.3 to develop appropriate methods (adversarial training regularization with center loss) to mitigate the variations resulting from different object-touching positions.

3.5 The Speed & Strength Interference

Building upon the aforementioned experiment, we designed a similar study to investigate the potential impact of the speed and force of object grabbing on the performance of the object recognition system.

To conduct the study, we used the same Pikachu object as before and varied the speed and force of the grabs while maintaining a fixed object position. Specifically, we conducted 60 grabs in total, with 30 grabs at higher speed and 30 grabs with stronger pressure.

We then employed t-SNE to visualize the potential variations in vibration responses resulting from different grab speeds and forces. The results, as shown in Fig. 5 (2), revealed that variations in grab speed and force can indeed lead to significant differences in vibration responses. This finding underscores the importance of accounting for the potential impact of grab speed and force on the performance of the object recognition system. We have developed data augmentation methods in section 4.1.2 to improve the system’s performance under varying grab speed and force conditions.

3.6 The Impact of Different Users

In order to delve deeper into the variations, we designed an additional experiment by grasping five common items in Fig. 2 with more variations. Initially, we obtained baseline signals from these objects, establishing a reference for subsequent comparisons. To unravel the nuances within these vibrations, our experiment deliberately introduced variations in grasp speed (fast), position, strength (gentle), and involved different users across the objects (refer to Fig. 6). This intentional manipulation simulated the diverse ways individuals naturally interact with items in their daily lives. These nuanced interactions yielded distinct vibration signals, forming a comprehensive dataset that underscored intricate differences among objects and highlighted the influence of human variability on these signals. Compared to Fig. 2, the signals portrayed in Fig. 6 exhibited more variations, posing greater challenges for object recognition.
Fig. 6. Example signals of grab-induced vibrations from five daily objects. The initial example corresponds to Fig. 2, while the subsequent ones vary in terms of grasp speeds, positions, strengths, and users.

Furthermore, we explored the intricate relationship between human variability and object-specific data representations using T-SNE visualization. As depicted in Fig. 7, the visualization showcased distinct data distributions for different objects, revealing unique signatures associated with each item. Yet, the most striking observation was the diverse data distributions among users interacting with these objects. This variability introduced a complex layer of interference, complicating the clear isolation of object-specific patterns within the data. Despite the challenge posed by individual differences in interactions, a fortuitous discovery emerged: the variations in data among users were smaller than those observed between different objects. This indicated that while users interacted diversely, the distinctions between objects were more prominent. This encouraging finding suggested the feasibility of identifying objects despite individual variability, emphasizing the substantial differences inherent in object data over user interactions. Thus, it offered promise for practical object recognition across diverse users, irrespective of their unique interaction styles.

These experiments shed light on the intricate interplay between human interaction and object-specific vibrations, underscoring the necessity to consider subject variability when studying and interpreting such signals. These findings have paved the way for further exploration, prompting us to refine methodologies for extracting and distinguishing object-based vibrations amidst the inherent variability introduced by human users.

3.7 Key Insights

Based on the aforementioned studies, it is established that the vibration patterns of various objects are distinctive [15, 37]. Additionally, the vibrations induced by object grasping are uniquely identifiable. Our control group study revealed that the system primarily relies on object size and shape for recognition, though material composition also influences identification. Consequently, objects of the same size and shape exhibit varying grasp vibrations due to material disparities, despite identical hand gesture shapes.

Moreover, we conducted an analysis of system variations, including differences in grasp speeds, strengths, directions, and users. Subsequently, in the following section, we will introduce solutions aimed at addressing these challenges.
4 VIOBJECT

4.1 Interference Elimination

4.1.1 Eliminate motion Noise. Although the motion sensor can detect grabbing-object-induced vibrations, it is very sensitive to the user’s motions. Fortunately, based on our observations, the frequency spectrum of hand movements is lower than that of grab-induced vibrations. We utilize a 32 Hz Butterworth high pass filter as this is robust to noisy hand movements. [51]. However, grab-induced IMU signals are still too weak to be segmented. ViObject combines 6-axes signals to improve the SNR (Signal Noise Ratio) so that the location of grab-induced vibrations can be identified and segmented. Next, our system uses an energy-based threshold approach [32] to detect the start point of the grab-induced vibration signals. The lower threshold is $\mu + \sigma$, and the higher one is $\mu + 3\sigma$, where $\mu$ and $\sigma$ are the mean and the standard deviation of energy obtained from collected signals, respectively. To calculate the energy, we set the frame length as 0.1s, the frame-shift as 0.01s. The energy threshold is 0.03. Also, if a segmented IMU signal is longer than 2s or shorter than 0.2s, we will ignore this signal as it is noise. After identifying the location of grab-induced vibrations, we utilize GCC (general cross-correlation) based algorithm [27], which is shown in Equation 2 to align signals.

$$r_{xy}(m) = \sum_{n=-\infty}^{\infty} y(n)x(n-m)$$ (2)

Where $r_{xy}(m)$ is the cross-correlation function, $x$ and $y$ are two signals from the same class, and $m$ is the parameter of time shift.

4.1.2 Reducing Interference from speeds and strengths. In order to reduce the influence of different grabbing speeds and strengths, we employ three time series data augmentation techniques, as proposed by [51], using all seven combinations resulting from $(2^3 - 1)$. This results in the generation of grab-induced vibrations, increasing the data size by a factor of eight. The three augmentation techniques used are as follows: 1) Zooming, which allows us to simulate different grasp speeds by randomly selecting values from $\times 0.9$ to $\times 1$; 2) Scaling, which allows us to simulate different grasp strengths, with the scaling factor $s$ drawn from a normal distribution with mean 1 and variance $0.2^2$, such that $s \in [0, 2]$; 3) Time-warping, which allows us to simulate grasp temporal variance by introducing 2 interpolation knots and warping randomness $w$ drawn from a normal distribution with mean 1 and variance $0.05^2$, such that $w \in [0, 2]$.

4.2 Fine-grained Feature Extraction

4.2.1 Cubic Spline Interpolation. Most smartwatches have an IMU sampling rate of 100 Hz, which is too low to accurately capture the high-frequency signals generated by grab-induced vibrations. Taprint [3] and ViBand [30] modified the Linux kernel to improve the IMU sampling rate, but this approach is not widely applicable as Linux
kernels for smartwatches vary by brand and may not be publicly accessible. To overcome this limitation, we use cubic spline interpolation [36] to upsample the sensor readings from 100 Hz to 500 Hz. Cubic spline interpolation is a mathematical technique that constructs a smooth curve that passes through the data points, allowing us to estimate the intermediate values at higher sampling rates. Specifically, given a set of data points \((t_i, x_i)\) where \(x_i\) represents the sensor reading at time \(t_i\), we can use cubic spline interpolation to obtain the estimated value \(\hat{x}(t)\) at a new time \(t\) by solving a set of linear equations that depend on the values of neighboring data points.

Then, we extract amplitude and frequencies from raw vibration signals and fuse them as the inputs to train the classification model. Specifically, we choose power spectral density (PSD) of the collected vibration signals, which reveals the power distribution in different frequencies. If \(k_i\) is the received vibrations signals, then the PSD can be defined as

\[
PSD_i = 10 \log_{10} \left( \frac{\text{abs}(\text{FFT}(k_i))^2}{f_s \times n} \right),
\]

where \(\text{FFT}(\cdot)\) is the fast Fourier transform operation, \(f_s\) is the sampling rate, and \(n\) is the number of samples of received signal \(k_i\).

### 4.2.2 Multihead-Attention Residual Network

In our proposed approach (Fig. 8), the fusion features are first inputted into a series of five Residual Network (ResNet) blocks. [22] These ResNet blocks use skip connections to enable the training of very deep networks, helping to address the problem of vanishing gradients that can arise when training deep neural networks. After each ResNet block, a maximum pooling layer is connected, which reduces the length of the sequence by half.

The ResNet blocks we use in our approach have a kernel size of 1x3. Furthermore, the number of channels in each of the five ResNet blocks is set to 16, 32, 64, 64, and 64, respectively. This configuration is based on empirical studies that have shown that these channel numbers can provide a good balance between the expressiveness of the model and the computational efficiency of training.

After the ResNet blocks, the output is connected to a Bidirectional Gated Recurrent Unit (Bi-GRU) and a Multihead-Attention mechanism. Bi-GRU is a type of recurrent neural network that has been shown to be highly effective for processing sequential data. Our Bi-GRU has a hidden size of 64 and four layers, which provides a good trade-off between expressiveness and computational efficiency.

Multihead-Attention is a mechanism that allows the model to attend to different parts of the input sequence with different weightings. Our Multihead-Attention has an embedding size of 128 and 16 heads. The number of heads determines the number of parallel attention mechanisms that are used to compute the attention scores, while the embedding size determines the dimensionality of the attention output. Specifically, the output of Multihead-Attention can be expressed as:

\[
\text{Multihead}(Q, K, V) = \text{Concat}(head_1, head_2, ..., head_h)W_O
\]

where \(Q, K,\) and \(V\) are the query, key, and value vectors of the input sequence, respectively; \(h\) is the number of heads; \(head_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^K)\) is the attention output of the \(i\)-th head; \(W_i^Q, W_i^K,\) and \(W_i^K\) are learnable parameters; and \(W_O\) is a learnable parameter used to linearly transform the concatenated attention outputs.

Together, these components form a powerful deep learning architecture for processing sequential data to extract features of object identification.

### 4.3 Combating Orientation Change Impact

In our approach to address the problem of varying vibration responses induced by grabbing different positions of an object from different directions, we use two techniques: center loss and Adversarial Training Regularization.
Center loss is a technique used to improve the clustering of feature representations in a deep neural network. It does this by penalizing the distance between the features and their corresponding class centers, which encourages the network to learn more discriminative features that are closely associated with their corresponding classes. The center loss can be expressed as:

\[
L_c = \frac{1}{2} \sum_{i=1}^{N} ||f_i - c_{y_i}||^2
\]  

(5)

where \(N\) is the number of training samples, \(f_i\) is the feature vector of the \(i\)-th sample, \(c_{y_i}\) is the class center of the \(i\)-th sample’s class, and \(y_i\) is the class label of the \(i\)-th sample. The center loss is added to the overall loss function of the network, and is weighted by a hyperparameter \(\lambda\) to control its contribution to the total loss.

Adversarial Training Regularization is a technique used to improve the robustness of deep neural networks to adversarial attacks. Adversarial attacks are a type of attack where an attacker deliberately introduces small perturbations to the input data in order to fool the network into misclassifying it. Adversarial Training Regularization works by training the network to be robust to such attacks by incorporating adversarial examples into the training process. Specifically, the network is trained on both the original examples and adversarial examples generated by adding small perturbations to the input data. The objective function for Adversarial Training Regularization can be expressed as:

\[
\min_{\theta} \sum_{i=1}^{N} L(f_{\theta}(x_i), y_i) + \alpha \sum_{i=1}^{N} L(f_{\theta}(x_i + \delta_i), y_i)
\]  

(6)

where \(\theta\) are the parameters of the network, \(f_{\theta}\) is the network function, \(x_i\) is the \(i\)-th training example, \(y_i\) is its corresponding label, \(L\) is the loss function, \(\alpha\) is a hyperparameter that controls the strength of the adversarial training, and \(\delta_i\) is the perturbation added to the \(i\)-th example to generate its corresponding adversarial example.

Center loss and Adversarial Training Regularization are used together to enhance the robustness and discriminability of deep neural networks for the problem of grabbing different parts of objects from different directions.

4.4 Model Customization

In our object classification system, we recognize the importance of allowing users to customize the classification of their own objects. Users may have unique objects on their desks that are not included in our pre-defined object categories. Furthermore, they may want to add new objects to the system in the future. To address this problem, we use Generalized Few-Shot Learning (FSL) with data synthesis.

4.4.1 Data Synthesis. Although data augmentation techniques can generate signals with larger variances from the data recorded by end-users, these augmented data may not fully capture the actual grabbing fashion variances. To address this issue, we synthesize additional data that simulates the grab-object vibration variance using both the raw signals and the augmented signals as a starting point. We utilize a \(\Delta\)-encoder, a self-supervised encoder-decoder model [51] that captures the difference between two samples of the same object. The \(\Delta\)-encoder takes two samples from the same class, creates a small \(\Delta\)-vector encoding the difference between them, and then uses the vector and one of the samples to reconstruct the other. We trained the \(\Delta\)-encoder on data from pre-existing objects, drawing pairs of samples randomly to capture within-user variance. In real-time, when the customized a new object’s data, we use the \(\Delta\)-encoder to generate extra samples of the customized objects that contain more natural grabbing variances, enlarging data by 10 times.

4.4.2 Generalized FSL. Generalized FSL is a type of machine learning technique that enables a model to learn to classify new objects based on only a few examples of each class. It achieves this by learning a meta-learning
process that can quickly adapt to new classes with very few examples. In our implementation of Generalized FSL, we use a variant of the Prototypical Network architecture.

The Prototypical Network learns a mapping from the input data space to an embedding space where the distance between embeddings corresponds to the similarity between input examples. The embeddings are then used to compute the prototypes of each class, which are used to classify new examples. The objective function for the Prototypical Network can be expressed as:

\[ L = - \sum_{(x,y) \in \mathcal{D}} \log p(y|x) \]  
\[ = - \sum_{(x,y) \in \mathcal{D}} \log \frac{\exp(-d(f(x), c_y))}{\sum_{y' \in \mathcal{Y}} \exp(-d(f(x), c_{y'}))} \]  

where \( \mathcal{D} \) is the training set, \( x \) is an input example, \( y \) is its corresponding label, \( f \) is the embedding function, \( c_y \) is the prototype of class \( y \), \( d \) is a distance metric, and \( \mathcal{Y} \) is the set of all classes.

To adapt the Prototypical Network to handle new classes with few examples, we use an additional meta-learning step that learns a function to map from the few-shot examples of new classes to the prototypes of those classes. Meta-learning function to map few-shot examples to prototypes can be expressed as:

\[ f_{\theta'}(\{x_i^{(s)}, y_i^{(s)}\}_{i=1}^{K}) \approx c_y \]  

where \( \theta' \) are the meta-learning parameters, \( x_i^{(s)} \) and \( y_i^{(s)} \) are the input and label of the \( i \)-th example from the support set, \( K \) is the number of examples in the support set, and \( c_y \) is the prototype of the new class. This function can then be used to classify new examples from those classes.

Overall, our use of Generalized FSL enables our system to be highly customizable and adaptable to new objects, while still maintaining high accuracy in object classification.

5 IMPLEMENTATION

We have implemented ViObject both offline and online on commodity Android smartwatch, the ASUS ZenWatch 2 and Huawei Watch 2. ViObject utilizes the built-in accelerometer and gyroscope and acquires the sensor readings through existing Android Wear APIs to detect the grab-object-induced vibrations.
APIs for two watch is 200 Hz and 100 Hz, respectively. For the offline system, we have made a data collection app on the smartwatch, then transferred this data to the PC where we used MATLAB to analyze the data. The laptop we used has Intel Core i7 CPU (1.8 GHz) and 16 GB RAM. For the online system, we build an end-to-end standalone application program on a commodity Android smartwatch. We have implemented all the components of our system including signal detection, signal processing, and the neural network algorithm on the smartwatch. As shown in Fig. 9, a user interface was designed to guide the user to customize the model and recognize different objects. In the customization mode, the screen of the smartwatch shows the object’s name and the number of times for grabbing an object to customize the model, as shown in Fig. 9 (a). Fig. 9 (b) shows the transition between customization mode and prediction mode. In the prediction mode, the screen shows the prediction of an object’s name when the user grabs an object, as shown in Fig. 9 (c). We also implemented Android TextToSpeech [1] to play the sound of the object’s name.

For the current on-device (smartwatch) implementation, the app size is 34.7 MB and the average end-to-end latency on the smartwatch is about one second from grabbing the object to displaying the object name. We measure the power consumption of smartwatch using “Battery Historian” from Google. Specifically, three states are measured: 1) idle with the display on, 2) ViObject with power on, but without users grabbing objects, and 3) ViObject with power on with users continuously grabbing objects. Since the platform is only able to measure the percentage of the battery consumption, we record the time duration for consuming 1% battery for each state. The average resulting time duration in each state is 215, 191, and 179 seconds respectively. Given the battery capacity and the working voltage, we calculate the average resulting power consumption of each state, which is 247 mW, 285 mW, and 295 mW respectively. Thus, ViObject only consumes an additional 48 mW of power on top of the base power consumption. For comparison, we also conduct the measurement when running a step counting application, resulting in the power consumption of 288 mW. Thus, the power consumption of ViObject is similar to the typical application running on a smartwatch.

6 EVALUATION
In this section, we first evaluate the performance of our model using a dataset collected from 20 participants and 20 objects. Next, we assess the performance of the customized model for 10 new users and five new objects in Study 2. In Study 3, we evaluate the robustness of the system under various conditions, including different object-touching positions, grasp speed, pressure, times, and smartwatches. We also compare its accuracy to that of traditional machine learning models. Finally, in Study 4, we analyze the usability of the real-time system. The study was approved by the Institutional Review Board (IRB # removed for anonymity).

6.1 Study 1: Pre-trained Model
In this section, we assess the performance of our model using a dataset of 20 objects collected from 20 participants. We begin by presenting the accuracy of each object, including the negative (noise) data. Next, we provide the accuracy of each participant.

6.1.1 Data Collection. We selected 20 common everyday objects as shown in Fig. 10. Examples include whiskey, recognition of which could assist in alcohol addiction applications, and dumbbells, useful for fitness tracking. Even well-established object recognition methods like cameras struggle to identify the vast array of objects in the world. This paper seeks to propose a new concept, and we believe that 20 objects are sufficient to prove this concept and many applications would involve 20 or less objects. We anticipate that 20 objects will suffice for numerous applications (see section 7), such as pill reminders, office desk objects recognition for virtual meetings, and monitoring Alzheimer’s disease progression (requiring a few objects). Future research can investigate applications that extend beyond 20 objects. These 20 everyday objects have complex shapes, sizes and material compositions. They represent daily objects that can be used for tangible interaction with natural affordance. Some of them are
We recruited 20 right-handed participants (12 of them are male) in the age range between [18, 48], which had a mean wrist diameter of 6.8 cm (SD=1.6). Their body mass indexes (BMIs) range from 18.22 (lean) to 29.17 (obese). The BMI illustrates the diversity of users (ranging from thin to overweight individuals). These participants were asked to wear ASUS ZenWatch 2 in a comfortable manner. To demonstrate the basic performance of ViObject, we randomized object order and then asked participants to grab 20 everyday objects in random order. In order to cover the variations in the natural setting, we asked them to grab the objects with different speeds and strengths and grab different parts of the objects from different directions. Users were guided to exercise a minimum of three unique speeds and strengths. Regarding the grasp positions on the object, users grab the left, right, top, and front facets of the object during the interaction. Each object was grabbed by a user 100 times. Thus, we have a sample set with $20 \times 20 \times 100 = 40{,}000$ grabbing-object-induced vibration samples in total. Then, we asked participants to move their hands, wave hands, grab air, applaud, and hit tables randomly for 15 minutes. We took this data as noise. We then transferred this dataset to the PC where we used Matlab to analyze the data.

6.1.2 Results. In order to train and test the model accuracy, we separate the samples of each object in the 3:1:1 proportion for the training set, validation set and test set, respectively. We only present the accuracy of the test set below. We trained a general model from all objects and all participants. Fig. 11 shows the confusion matrix for object classification of 20 daily objects. The cross-validation accuracy for the test set is 86.4% on average (SD=6.08).
We observed that objects 13 and 16 were easily confused with each other. We believe that it is because they were similar to each other: Yellow duck (object 13) and Bulbasaur (object 16) are both small rubber toys, with similar materials, sizes and weights. However, the accuracy of the yellow duck (90%) and Bulbasaur (82.5) was good because they have different shapes. Small whisky (object 1) and perfume (object 2) were also sometimes confused with each other since they were both glass bottles with the same materials. However, Small whisky (93.5%) and perfume (83%) also had good accuracy because they have different sizes. Note that detecting the noise had a high accuracy of 97%. We believe that the high accuracy is because grab-object-induced vibrations are much different from noise.

To assess the performance of different participants, we analyzed the accuracy of each individual, as shown in Fig. 12. We found that all participants achieved an accuracy rate above 81%, with User 11 performing the best at 94%. The user demonstrating the highest accuracy is anticipated, as he is most familiar with the system. It should be noted that the test participant still had their training data included in the training set. However, in real-world scenarios, end-users may have limited training data or may be dealing with new objects. To test the system’s performance in this context, we conducted a second study.

6.2 Study 2: New Users And New Objects

In this study, we evaluate the performance of our customized model with new users and new objects. Additionally, we investigate the number of times a user must grasp a new object to achieve high accuracy.

6.2.1 Data Collection. We recruited 10 new users (6 males) in the age range between [18, 35], which had a mean wrist diameter of 6.7 cm (SD=1.5). Their body mass indexes (BMIs) range from 17.12 (lean) to 28.87 (obese).
None of the participants participated in study 1. These participants were asked to wear ASUS ZenWatch 2 in a comfortable manner. They have five new objects on their desks, including a mug, water bottle, computer mouse, book, and pen. As shown in Fig. 13, these items are very common daily objects and are very different from the previously illustrated set of 20 objects used for the pretrained model. We asked them to grab each of the objects 30 times from different directions with different speeds and strengths in a random order based on the smartwatch instructions.

6.2.2 Results. The cross-subject (new user) accuracy without any customization (0 shot) stands at 66\% as depicted in Fig. 14. However, this level of accuracy falls short for effective object recognition. The experimental results demonstrate that object recognition through grab-object induced vibration can be customized for new users and new items using data synthesis and generalized FSL. Fig. 14 show that the 1-shot accuracy is 68.95\% (SD: 14.4), 2-shot accuracy is 83.26\% (SD: 9.1), 3-shot accuracy is 85.07\% (SD: 8.4), 4-shot accuracy is 85.47\% (SD: 8.4), and 5-shot accuracy is 90.08\% (SD: 8.1).

This experiment shows that ViObject can effectively adapt to new users and items by utilizing a small number of samples for training. The results indicate that the accuracy of the recognition system improves as the number of training samples increases.

In conclusion, this experiment demonstrates that object recognition through grab-object-induced vibrations can be customized for new users and for new items with high accuracy and consistency by grabbing only five times.
6.3 Study 3: Robustness

In order to test the system’s robustness under different disturbances, we asked the same 10 participants from Study 2 to conduct a follow-up study. This study included variations in object-touching positions, grasp speeds, strengths, different days, and different smartwatches. Users were guided to exercise a minimum of three unique speeds and strengths. While testing the grasp positions on the object, users grab the left, right, top, and front facets of the object during the interaction. We compared the performance of our model to other traditional machine learning methods, using the data and five-shot model from Study 2.

6.3.1 Different Object-touching Positions. We conducted this experiment to evaluate the accuracy when participants grabbed different parts of the objects. We asked the participants to grab different parts of each object 30 times for testing. Specifically, Users were asked to grab the left, right, top, and front facets of the object during the interaction.

The results of the experiment are summarized in the Fig. 17, where the accuracy of our system is compared with and without adversarial training regularization and center loss. The results show that object recognition through grab-object induced vibration with center loss and adversarial training regularization achieves higher accuracy (87.45%) compared to recognition without them (82.92% without adversarial training regularization and 68.73% without center loss).

6.3.2 Different Speeds. We conducted an experiment to evaluate the accuracy of object recognition through grab-object induced vibration using data augmentation when participants grabbed objects at different speeds. Users were guided to exercise a minimum of three unique speeds. We asked the participants to grab 30 times of each object with different speeds while the vibration signals were recorded.

The results of the experiment are summarized in Fig. 18, where the accuracy of the system is compared with and without data augmentation. The results show that object recognition through grab-object induced vibration with data augmentation achieves higher accuracy (90.07%) compared to recognition without data augmentation (84.30%). The standard deviations also indicate that the performance of the system is consistent across different
users. This is because we used data augmentation techniques during training to create additional samples by varying the grabbing speed.

6.3.3 Different Strengths. We conducted this experiment to evaluate the performance of object recognition through grab-object-induced vibration when participants grabbed objects with different strengths. Users were guided to exercise a minimum of three unique strengths. We asked the participants to grab each object 30 times with varying strengths while the vibration signals were recorded.

The results of the experiment are shown in Fig. 19, where the accuracy of the recognition system is compared with and without data augmentation. The results show that object recognition through grab-object induced vibration achieves higher accuracy (87.45%) when using data augmentation compared to recognition without data augmentation (72.9%). This suggests that data augmentation can help the recognition system adapt to variations in grabbing strength.

6.3.4 Performance over Time. It is crucial to verify that ViObject maintains the temporal stability (i.e., the model of a user is customized once and the resultant system keeps operating in a stable manner over time). In this experiment, we asked participants to grab each object in random order 30 times everyday within one week. Participants only customized the models once on the first day. We tracked the performance of ViObject over time (Fig. 15). The object recognition accuracies for seven days were 89.8%, 88.6%, 87.9%, 88.9%, 87.1%, 87.2%, and 85.1%. The results showed that the accuracy remained constant over one week.

6.3.5 Different smartwatches. Additionally, we asked participants to grab each object 30 times with another smartwatch: Huawei Watch 2. Compared to ASUS Zenwatch 2, the new watch also achieved similar accuracy of 89.9%. We believe that different types of IMUs should not impact the model performances.

6.3.6 Comparing to Other Methods. The results of our experiments demonstrate that object recognition through grab-object induced vibration using our proposed system achieved the best accuracy (90.08%) compared to other traditional machine learning methods such as CNN (61.3%), RNN (60.5%), DNN (59.4%), SVM (58.1%), and KNN (48.8%). (Fig. 16) This indicates that our system is highly effective in recognizing objects based on their vibration patterns. The superior performance of our system may be attributed to the use of data augmentation, attention mechanism, center loss, adversarial training regularization, and data synthesis, which can enhance the system’s ability to recognize objects accurately even in the face of variations in grabbing speed, strength, and location. Overall, our experiments demonstrate that object recognition through grab-object-induced vibration using our proposed system can achieve high accuracy.

6.4 Study 4: Usability

Using the data collected in Study 1, we developed a pre-trained model based on the data from 20 participants. Building on the findings of Study 1, we then created ViObject as an end-to-end real-time system for a commodity Android smartwatch (ASUS ZenWatch 2). For the usability study, we recruited volunteers to use the system and complete the System Usability Scale (SUS) [2] and Task Load Index (NASA-TLX) questionnaire [21].

6.4.1 Procedure. We recruited an additional ten participants, six of whom were male, aged between 18 and 38 years. They had a mean wrist diameter of 6.3 cm (SD = 1.1), and their body mass indexes (BMIs) ranged from 19.31 (lean) to 28.5 (obese). Participants were asked to wear the smartwatch comfortably.

Initially, we instructed users to activate the customization mode in the app. The smartwatch’s screen displayed the name of an item and a number indicating how many times the object should be grabbed, as shown in Fig. 9 (a). As users grabbed objects, the number on the smartwatch changed to reflect the remaining grabs. Once all objects were customized, the customization mode ended. If the app mistook motion noise for an object grab-induced
vibration signal, users could click the “DELETE” button; however, we counted this as a false positive. If users grabbed an object and the app did not react, they could grab the object again, and we counted it as a false negative.

Next, we asked users to click the testing button. The app then customized the model using the personal data. Following this process, the app entered testing mode. Users could grab objects, and the screen displayed the name of the predicted object. We requested that each user randomly select five objects in their house for object identification and spend a whole day with the app. Users need to pay attention to the app response during usage and provide feedback to track precision, recall, and F1-score. Finally, participants completed the System Usability Scale (SUS) [2] and Task Load Index (NASA-TLX) questionnaire [21].

6.4.2 Results.

The results showed that ViObject had a good recognition performance for users in real-time. The rate of false grasping events (false positive) is 5% and false negative is 3.1%. For different object recognition, on average, precision was 88.4% (SD 9.1%), and recall was 87.1% (SD 8.6%). Thus, the average F1 score was 87.7%. These statistics re-confirm the effectiveness of ViObject as a real-time end-to-end standalone system.

There are ten questions in the SUS [2]. Additionally, we added another question related to smartwatch wearing: I do not need to wear the smartwatch very tightly in order to use this system. The questionnaire results as shown in Figure 20 show that participants gave positive feedback on the usability of the ViObject system. To be specific, the questionnaire asked questions with five response options for respondents, from Strongly Agree to Strongly Disagree. The questions and the results are as follows: (1) I think that I would like to use this system frequently. (2) I found the system unnecessarily complex. (3) I thought the system was easy to use. (4) I think that I would need the support of a technical person to be able to use this system. (5) I found the various functions in this system were well integrated. (6) I thought there was too much inconsistency in this system. (7) I would imagine that most people would learn to use this system very quickly. (8) I found the system very...
Fig. 21. ViObject applications: (a) Learning assistants (b) Smart services (c) Medication reminders

cumbersome to use. (7 Strongly disagree, 3 Disagree) (9) I felt very confident using the system. (1 Not Sure, 3 Agree, 6 Strongly agree) (10) I needed to learn a lot of things before I could get going with this system. (7 Strongly disagree, 3 Disagree) (11) I do not need to wear the smartwatch very tightly in order to use this system. (3 Agree, 7 Strongly agree) The scores and the results support that ViObject is comfortable, user-friendly, and easy to use.

The NASA-TLX is a tool for measuring and conducting a subjective workload assessment. It rates performance across six dimensions to determine an overall workload rating. Participants were asked to rate their scores on a scale ranging from low (1) to high (7). The six dimensions are as follows: 1. Mental demand: how much thinking, deciding, or calculating was required to perform the task. 2. Physical demand: the amount and intensity of physical activity required to complete the task. 3. Temporal demand: the amount of time pressure involved in completing the task. 4. Performance: the level of success in completing the task. 5. Effort: how hard does the participant have to work to maintain their level of performance? 6. Frustration level: how insecure, discouraged, or secure or content the participant felt during the task. Participants also reported low task load and little frustration from the NASA-TLX questionnaire results (on a 7-point Likert scale): low task mental load (1.3±1.2), low physical load (2.4±1.1), low temporal load (2.4±1.2), low effort (2.5±1.3), little frustration (1.3±0.9) and good performance (6.4±1.1).

Overall, the study suggests that the ViObject system has good usability and promising potential for future use.

7 APPLICATIONS

In this section, we discuss some applications that can benefit from ViObject because of how it interfaces humans and objects seamlessly. While these four applications can be solved by various other techniques, ViObject does not require actions found in these solutions such as attaching a tag on the target[30], taking a picture in front of a target, using an active device to make vibrations[37], or taking out a phone to knock on objects[15]. These necessary extra trigger actions affect our daily activities, separate our physical world and technology world, and are not applicable to some applications, such as medication reminders and smart services. In contrast, ViObject aims to create borderless and fluid interactions between the technological world and our daily life. Simply by recognizing passive vibrations from grabbing objects, ViObject changes the world itself into an interface.
7.1 Education

The use of everyday objects as a control interface can also be applied to educational and entertainment applications, such as interactive exhibits in museums or immersive experiences in theme parks. By using familiar objects as a control interface, these experiences can be made more engaging and interactive for users. For example, this can assist mentally or visually impaired children as shown in Fig. 21 (a). When children with mental or visual impairments are young, they learn about shapes and textures before eventually learning objects [47]. We believe that ViObject can help these children learn different objects if trained on a large variety of daily objects. In this way, we can teach the child different objects’ names and an individual does not have to present for the child to practice or even learn to identify new objects. For example, when our system is activated and a child picks up an umbrella, the smartwatch may spell the word on the watch screen and as an example will say: “This is an umbrella. Do you want me to tell you how to use it?”

7.2 Smart Home Services

Our system can provide smart services by using mundane objects as triggers for specific actions. For example, when a user picks up his/her key, our system asks: “Are you leaving home? Do you want me to turn off lights or turn off appliances?” This helps users make sure that the dangerous appliances are off when they leave home. To give another example as shown in Fig. 21 (b), when a user picks up a toothbrush at the morning, our system asks: “Good morning, Tom. May I make you a cup of coffee?” If Tom chooses yes, our system sends a command to a coffee machine in the kitchen and makes a cup of coffee for Tom when he is still in the bathroom.

7.3 Healthcare

Medication Reminders: Many people find that remembering to take pills is difficult. With our system, users can set a reminder on the smartwatch. For example, if our system does not detect that the user picks up the pill bottle from 2 pm-7 pm, the smartwatch will notify the user. The system can also track whether the user picks up the pill bottle or not after the reminder. For another example as shown in Fig. 21 (c), if our system detects that the user is grabbing a pill bottle, but there is a record on our system that the user had picked up the pill bottle earlier during the day, our system can send warnings on the smartwatch screen and as an example will say: “Hi, Tom. You just picked up your pill bottle an hour ago. Do you still want to take pills now?”

AD Progression Assessments: To assess Alzheimer’s disease progression, doctors usually give patients some simple cognitive tasks and observe patients’ reactions. However, it is difficult for doctors and patients to meet each other every day or every week to track the progression. With our system, the smartwatch could send these tasks to patients and the results back to the doctors for progression assessment. For instance, our system could ask the patient to grab a water bottle, then ask him/her to pick up a pen, and so on. Our system could track how many times the patient picks up a correct object and how many times the patient picks up a wrong object, and then send the result to the doctor. In this way, our system can facilitate Alzheimer’s disease progression assessment.

7.4 Metaverse

ViObject’s passive object recognition technology could be used in the metaverse to enhance the user experience by enabling more realistic and interactive virtual environments. For example, a user wearing a smartwatch with ViObject technology could pick up a physical object such as a book, and the metaverse could replicate the book in the virtual environment, allowing the user to interact with it in the same way they would in the real world. This could enhance the immersive experience of the metaverse and allow for more natural interactions with virtual objects. Furthermore, ViObject could be used in the metaverse to enable users to bring their own physical objects into the virtual environment. This could be useful for creating personalized virtual spaces or for using
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physical tools or devices within a virtual context. Overall, ViObject’s passive object recognition technology has the potential to enable more seamless and interactive experiences in the metaverse by bridging the gap between the physical and virtual worlds.

7.5 Entertainment

Objects as a control interface could enhance entertainment applications, including interactive exhibits in museums or immersive experiences in theme parks. This approach can increase user engagement and interactivity. For instance, in escape room games, ViObject can recognize when visitors pick up specific objects and trigger clues or provide additional information through the smartwatch to assist in solving puzzles and progressing through the game.

8 LIMITATION AND FUTURE WORK

Our system exhibits several limitations. Firstly, it is not entirely passive, necessitating customization and training for utilization by new users. Exploring future avenues such as zero-shot learning for seamless integration with new users is a potential solution. Furthermore, variations in how users wear their watches pose a challenge, emphasizing the need for adaptable approaches. Additionally, our retained model is only trained with 20 objects. Addressing these issues is complex due to the constraints of limited training data. Potential remedies involve exploring efficient methods for large dataset collection, virtual data generation, and learning features from diverse modalities.

Secondly, the smartwatch’s ability to detect a grasping event and identify the grasped object relies on being worn on the dominant or grasping hand. However, this requirement is not commonly met among users of commercial smartwatches. Anticipating a future where users may wear smart wristbands on both hands, adaptations to our system may be needed.

Thirdly, individuals with Parkinson’s disease may exhibit small movements or shaking in their hands while grabbing or holding objects. A targeted study of this demographic is vital to enhance the accessibility and effectiveness of our system.

Finally, we can integrate contextual information such as hand activities with the object in use. For instance, when we detect a user typing on a keyboard, they are more inclined to reach for a mouse afterward. Incorporating this content information can significantly enhance the system’s performance.

9 CONCLUSION

In conclusion, we have introduced ViObject, a novel system for passive object recognition that utilizes accelerometer and gyroscope sensor data from commodity smartwatches to identify untagged everyday objects. Through our design and implementation process, we have successfully addressed challenges such as motion interference, grasp speed/pressure variations, object-touching position changes, and customization for new users and new objects. We have demonstrated the feasibility of passive object recognition using commodity smartwatches and shown promising results in terms of recognition performance and user feedback. ViObject has the potential to revolutionize the way we interact with our physical environment, from smart home automation to healthcare and assistive technologies. With the rapid development of smartwatch technology and its widespread adoption, we believe that ViObject will have a significant impact on the field of human-object interaction in the future.
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