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Abstract

Highly dynamic sensor networks, such as mobile robotic @enstworks, have been applied in various kinds of applbcati
scenarios such as real-time planet exploration and deeprodiscovery. In these types of networks, mobility and gner
management protocols change the connectivity among thghlogiing nodes quickly. Traditional state-based promcdésigned
for static and/or low-mobility networks, suffer excessilelay in updating their routing or neighborhood tablesdileg to severe
packet loss and communication delay in the highly dynantigatibns. To provide robust and timely communication, wpl@ix
the concept olazy-Binding to deal with the elevated network dynamics. Based on thiseuinand the knowledge of the node
positions, we introduce Implicit Geographic ForwardinGFl), a new protocol for highly dynamic sensor networks tealiogether
state-free. We compare our work against several typical routing ps: static, mobile and energy-conserving networks under
a wide range of system and workload configurations. In thegmee of mobility and other dynamics, IGF achieves as mud®as
times improvement in the delivery ratio and significant i&éhn in both the end-to-end delay and control overhead.dititan
to extensive simulations, we also implement and evaluad @ protocol on the Berkeley mote platform.

. INTRODUCTION

Highly dynamic sensor networks, such as mobile robotic aenstworks, have been widely used to explore environments
that are difficult and dangerous for humans. In the explonatiissions of the red planet, scientists employ the rotsmitsor
devices (Rover) to discover the possibility of water atyivin the deep-ocean exploration, robotic sensors are tasaccess the
risk of potential earthquakes, volcanoes and tsunamisddiitian, robotic sensors are used to investigate dangesites such
as radioactive environments and mine fields. These robetis@s are normally equipped with various kinds of sensach s
as cameras, spectrometers and magnetometers. They climeldhamselves in real-time through either GPS [1] or posit
tracking [2]. Distributed data processing, such as theaboltative exploration for map construction [3], requireeam of
robotic sensors to communicate with each other constamtigal-time. This type of communication imposes severalehges.
First, when robotic sensors move, the constant changessofdhnectivity among the neighboring nodes make it diffibwlt
maintain freshness of the routing states in traditionatlesb@sed routing protocols. Second, energy managemetucpis
[4]-[6] transit the robotic sensors into and out of sleefestaand their participation in the network becomes prdissibi
at any given point in time. These unique challenges demanelarauting solution. In this paper, we exploit the concept of
lazy-binding, which is widely used in other research areas, such as thggarning language design and operating systems.
Specifically here, we definazy-binding as deferring mapping the system physics (e.g., the network topologies) into the volatile
dtates (e.g., the route state), required by a certain operation, to the last possible moment allowed by the operations. Since
lazy binding defers binding the volatile states as late assipte, it enables the system to cope with real-time chairgédse
network topology. Our first installment based on this comégf location-based routing protocol, called Implicit @Geaphic
Forwarding (IGF). IGF allows a sender to determine a paskatxt-hop online in real-time. By combining lazy-bindingda
location-address semantics, IGF becomes a pure statg@ifoézcol, which does not depend on the knowledge of the n&two
topology or the presence/absence of other nodes. This abastic of being state-free is valuable to the highly dyima
sensor networks, as it supports fault tolerance and mak#eqmis robust to real-time topology shifts or node steaeditions.
Further, a state-free solution eliminates the bandwidthsaming packets required in the state-based solution®iing and
neighbor table upkeep.

The remainder of the paper is organized as follows: Sectiomdtivates the need for lazy-binding in highly dynamic
networks. Section Il describes the IGF protocol in detSikction IV presents our simulation experiments and arsliysi
mobile and other environments. Section V describes ourémphtation on the MICA2 platform and its evaluation. We
discuss the state-of-the-art and future work in Sectionaid VII, respectively. We conclude the paper in Section VI



1. THE MOTIVATION FOR LAZY-BINDING

Advances in the protocol design [7]-[11] continuously exgbaur ability to deal with the high dynamics inside the netwo
These protocols have been designed with robustness in homdver, the level of fault tolerance is usually designeddapt to
occasional node failures and infrequent topology migratio order to cope with the elevated transition of networaiogies,
the state-based solutions are required to refresh thengpstates in real time to reflect changes, which consequienitbduces
significant overhead and network congestion. Eventudily,gerformance of these algorithms might degrade dranfigfiea
the real-time maintenance of the routing states might nep ke with the transition rate of the network topologies. \Wearyve
thatthe delay betweenthe time when a physical network topology maps to the routing states andthe time when these
states are actually used for packet forwarding is the root cause of state invalidation and routing failuxgs term this delay
as the binding delay. A long binding delay leads to a high phality that recorded states are invalid by the time theyused.
This problem increases as the network dynamics increasaddition, since routing states are volatile and becomeateitd
at a much faster rate in highly dynamic networks, it is inéfit to maintain state proactively and eagerly. Accordimghte
binding time, we categorize the routing protocols into feategories as shown in Figure 1.
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Fig. 1. Difference in Binding Time

Fixed routing schemes are rarely used due to their rigid/danding at the deployment time. The binding delay of this
type of network could be infinite.

Proactive schemes such as DSDV [10] and GPSR [11] maintaimétwork states aggressively. The routing states are
refreshed regardless whether there is need of data deliVbiy eager and proactive binding property is suitable ler t
networks with a small rate of topology change. The bindintayglés the interval between consecutive routing updates.
On-demand algorithms such as DSR [8], AODV [9] and DirectétluBion [7] bind the routing state to physical topologies
with a lazier approach - On-demand Route Discovery. Theamahd property allows them to defer the binding of the
routing states to the physical network topologies untir¢his a need for end-to-end delivery. Those schemes have been
proven effective [12] in dealing with moderate mobility afallures. The binding delay of on-demand algorithm is the
time since the route discovery.

Different from the on-demand schemes, the IGF protocol @sef in this work goes one-step further. It defers the bipdin
of the routing states to the physical network topolagiil the packet forwarding operation actually happens at a sending
node. This design allows: 1) The elimination of the communicatimerhead to maintain the state proactively, reducing the

unnecessary update of the volatile routing states, 2) Taktirae detection of the node failure, migration, and trams
into a sleep state and 3) The real-time utilization of relgesmivoken or newly arriving nodes.

I1l. IGF PROTOCOL DESIGN
In this section, we introduce the IGF protocol as an exemipktance of the lazy-binding concept applied to routing.

A. System Model and Assumptions

IGF is targeting to the high-end sensor networks (e.g., leatensor networks), where each sensor node can obtain its

location (x, y) through GPS [1] or a position tracking technique [2]. The I&fmunication supports the location-address
semantic, in which locations are specified as the routingirdg®ns, instead of using a particular node ID. This lamat
address semantic are valid in many sensor networks, besauser data, such as temperature readings, are normajigdag
with the location-context, and therefore can be addressedtly by the location, eliminating the overhead to trateslthe
target destinations into a set of node IDs. Since the padketis high-end sensor networks is relatively large, ourmdssign
uses handshaking to avoid the hidden and exposed termioblepns in wireless communication [13], and an alternative
solution for small-packet delivery (e.g., Tinyos Messaigajiscussed separately in Section Ill-H.4. For the sakenoplcity,
we describe IGF in Section IlI-B assuming a sufficient nodesitg. The issues related to the density, radio irreguylaaitd
localization error are resolved in the later sections.



B. IGF Details

We begin our introduction of IGF with an straightforward exzle. Figure 2 depicts a scenario where the nédes
transmitting a packet towards the final destinatibn We define the dark nodes within the 60 degree sector (shown in
Figure 2) as forwarding candidates (We address the case thibem are no candidates inside the specified forwardingiarea
section 111-G). Among these candidates, we highlight twalem R and A, to represent the chosen next-hop and an alternate
"competing” node, respectively. In addition, the gray nadeepresents a node within the communication rangé dfiat is
not a candidate node. When the ndiénitiates a packet transmission, the communication haaddslgoes through following
steps: (the timeline of the IGF Handshake is shown in Figyre 3
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Fig. 3. IGF Handshake

1) ORTS PHASE: With modifications to the 802.11 DCF MAC pratip¢he IGF handshake begins when the serfisr
Network Allocation Vector (NAV) timer is zero and it senses idle channel for DIFS time; at this point the node
sends, via broadcast, an Open RTS (ORTS) packet. This ORdke{peontains the locations of the sending nédand
the final destinatiorD.

2) CTS-WAIT: While all nodes within the communication ragiof the nodeS receive and process this ORTS packet,
only the forwarding candidates (dark nodes) set a ®ESponse timerl{.s_.q.it). This timer controls an appropriate
amount of time that a forwarding candidate must wait bef@sponding to the received ORTS packet. The value of
T.s.wait C@N depend on the link quality, the progress in distance ridsvthe destination and/or the energy remaining
at the potential receiver. The nodes that are not forwardamglidates (gray nodes) set their NAV timer in accordance
with 802.11 semantics to avoid interference with this ongdransmission.

3) CTS: While all forwarding candidates set their CR8sponse timer, only a single node, with the shoffest,,.;; value
(the nodeR in the Figure 2 scenario), responds to the ORTS with a CTSqiadk prevent multiple responses, other
forwarding candidates overhearing this CTS packet cahed timers and set their appropriate NAV timers. In additio
the sendelS, having already received a valid CTS packet, ignores fur@ES packets heard in response to the now
antiquated ORTS. We consider the IGF lazy-binding done,mthe sendelS decides that the nod® is the receiver
for this packet.

4) DATA: After the sendelS is bound with a specific receiveR], the sendelS sends DATA to the nod&.

5) ACK: The nodeR acknowledges the send8; if DATA is received successfully.



C. More on Forwarding Candidates

This section gives a detailed discussion on how a node deteswhether it is a valid forwarding candidate. We prefait th
every node within the forwarding area is capable of hearing another, to prevent the interference among the forwardin
candidates. Accordingly, as depicted in Figure 2, we chdbsecandidate nodes that reside withint80-degree angle of
the line connecting the sender and the final destinatiomdJgie sender and the receiver's own location, as well as iia¢ fi
destination location, each node (e.g., the node R) applylsintigonometry to test whether itself is within the fordarg
area. The formula to calculate the angl&S D in Figure 2 is:

|SR|? + |SD|? — |RD|? 1
2|SRI||SD| ) @)

In the ideal case, the shape of the forwarding area ensurésnabrding candidates, responding to an ORTS packet, are
located within the communication range of one another; diminates the chance multiple CTS are sent in response to a
single ORTS packet. However, in reality, due to an irregaammunication radius [14], the nodé might still fail to know
that a response to the nodés ORTS has already been transmitted by the n&dén this rare case, the send€rneeds to
resolve duplicate CTS packets by choosing only one of thespanses.

As stated before, the neighboring nodes that receive an ORItSre not within the forwarding area, simply set their NAV
timer to reflect the duration of communication. This pregettllisions due to the hidden terminal problem [13].

Degree s o, = acog

D. More on Setting Response Wait Times

This section provides more discussion on how to setfihe....: value. Having determined that it is within the forwarding
area of communication, a node can adopt different poligieseiting itsT.;s_.,q;+ according to any combination of available
metrics including the reception quality of the link, the gress in distance toward the destination, the energy réngpat the
receiver, the statistics of packet loss, the processordodle single hop delay. While many metrics can be used taldebie
Tus.wair delay according to the application specifics, without losgeanerality, in the current IGF implementation, we adopt
following formula:

_ Wp (1 —progress/radius) + Wr * rand()
a Wp + Wk )
Tetswait = SIFS + (DIFS — SIFS) =« FF € [0,1)

In Equation 2,progress is the advance in distance toward the destinatiBngius is the nominal radio rangeRand)()
generates a random number between 0 and’2;and Wx are the weights of progress and randomness, respectivél)s
delay is the Short Inter Frame Spacing abd F'S delay is the Distributed Inter Frame Spacing as defined in802 11
standard. Equation 2 probabilistically allows the nodet tielay packets further to wait for a smaller period of tineddoe
responding. In addition, the randomization included in &n 2 can disperse the system workload among multiplelgqua
eligible nodes. It should be noted that Equation 2 is desigioebe compatible with the timing rule of 802.11 DCF by
guaranteeing: 1) The minimum value Bf;,_.,.;; iS larger than or equal to the SIFS delay. 2) The maximum vafu@.;; .4
is smaller than the DIFS delay to prevent other nodes frotmatirig a new transmission.

F

E. More on identifying a unique candidate

If more than two forwarding candidates choose sinillgg_.,.i; Values (within propagation delay), the transmission of CTS
would overlap each other, leading to collision. This setfwovides analysis on the chance of collision under differede
densities. Here we use the time slotted approach (e.g. in@Alnd CSMA) to analyze the performance of the contention-
based protocols and establish a system model. The anadgtitt from the slotted approach serves as the worse-casel lmfu
the un-slotted case. Lé¥,,,4. be the average number of competing nodes within the formgrdiea and<;,; be the number
of back-off slots. A CTS packet encounters a collision whesverlaps with the transmission of at least one other CT&qtac
from other competing nodes (two or more CTS packets cho@seamme slot). A unique candidate can be identified as long as
the sender receives at least one CTS response from any ntide thie forwarding area. According to the generalizedhbiaty
problem [15], the expected number of slots containing dxamie CTS packets witV,,,q. competing CTS packets is :

1
Kslot

According to Equation 3, we ploE(N,.q4.) values under differentV,,.. and K, settings. Figure 4 suggests that the
collision-free slots increase almost linearly with theatatlots available.

We also simulate the process to identify a unique canditfgere 5 shows the probability of success under differéniye.
and K 4,5 values. Figure 5 indicates that with a sufficient and reasienaumber of back-off slots (e.g., 20) the success ratio
approaches 100%.

E(Nnode> = N’n.ode(l — )Nnodc_l (3)
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F. About lazy binding in IGF

IGF is an extension of the location-based protocols with ddédition of lazy binding. In the location-based protocols
such as GPSR, routing depends on up-to-date local neigbbdrtables. Normally the neighbor table is updated through
periodic beaconing. The binding of a specific forwarding edd a certain geographic location is eagerly establisheginwh
the neighboring nodes exchange beacons. This eager-gimdinld be invalid quickly due to node mobility or sleep state
transitions, which lead to stale routing information andheecessary beacon exchanges. Moreover, this eager birglingt i
synchronized with the packet forwarding operations. In BPS0ODV, DSR, if the chosen forwarding node of a sender fails
or moves out of range, the MAC layer of the sender drops th&giand notifies the network layer about the routing failure.
The network layer has to resolve this failure by attemptingther backup route if available, which might be invalid ,too
alternately waiting for an update to the neighborhood tadiléfering a latency proportional to the beacon period icaesof
seconds. In contrast, IGF adopts lazy binding to discovemixt hop the instant it is needed. The worse case back-af§ de
introduced by lazy binding is tens of microseconds accagrtiinthe 802.11a standard. This is four orders of magnitudeah
than the period of the neighbor table update through beagdound in other protocols. The worse case back-off delayuin
implementation on the MICA platform is higher due to a lowaledte; however, it is still two orders of magnitude shorter.
addition, the route maintenance found in Directed Diffasf@], DSR [8], AODV [9] and LAR [16] normally takes at least
tens of milliseconds or seconds to fix a broken link (depemdin the size of network and the cause of failure). In contrast
IGF binds the node that is able to forward the packets, mosneatore (about 50us) the actual forwarding operation takes
place. This lazy binding property dramatically reducesdhance that packets are forwarded to a node that fails or snawe
of range. As a result, IGF shows as much as 10 times perforniamgrovement in the delivery ratio when compared with
several classical and state of the art solutions in the pogesef high rate changes of the network topology.

G. Optimizations for Sparse Networks

IGF targets sensing-covered dense sensor networks in ghégldy forwarding has been proven to guarantee delivery [17
However, we note that without the capability of circumvagtivoids (e.g., the absence of forwarding candidate nodi&s),
results in communication failure in sparse sensor netwofke stateless property of IGF precludes utilizing the rpeter-
forwarding rule for planarized graphs, such as the one us€8FSR [11].

To improve the delivery performance under sparse sensevoniet, we have designed and implemented a history-based
forwarding area shift technique in IGF. This mechanismvattis when a void is detected through a MAC layer notification
of failure to IGF. The sender then retransmits the packeesting a shift of the forwarding area $earch for an available
receiver. The sequence of shifts is shown Figure 6. Thodts stliow IGF to utilize communication areas outside of thitial
forwarding area. Since the area shifts allow backtrackimg,must make sure that IGF is loop-free while maintaining the
state-free property. Unfortunately, it has been provenlB],[a memoryless location-based routing algorithm is noptree



Radio Range

Area shift 4 Area shift 2

7 Area shift 1 Destination Direction

Area shift 6 (

»
-

. Area shift 5 Area shift 3

Fig. 6. IGF Handshake

if backtracking is allowed. To address this issue, IGF @aaerace-history into the packet header to remember thesnode
this packet visited recently, and no state is maintaineche nnodes. To avoid the infinite loop, during the backtracking
node choose the next hop forwarding node with an ID that isimdlie trace-history. We note that this trace-history stéot
accumulate only when the backtracking is activated, it de®sncur overhead whenever greedy forwarding is possibiéh

this void avoidance capability, in the empirical study tasbown in the evaluation, IGF is able to achieve a 100% dslive
ratio with a small length of history added to a packet header.

H. Design Issues

This section completes our approach with several practieaign issues.

1) Radio Irregularity: For the sake of clarity, IGF is described with a nominal syrtriogadio range. However, IGF does
work with asymmetric irregular range [14]. First, we en®icsymmetric channel by an ORTS-CTS-DATA-ACK handshaking
procedure; second, though it is possible that an asymmehidonel among forwarding candidates still exists, whiclghmi
introduce multiple CTS responses to a single ORTS, the saraderesolve the duplicate packets by simply choosing ode an
ignoring the others.

2) Localization Error Impact: IGF can be regarded as an extension to location-based pistaghose performance can
be affected by localization errors. Results from [19] shbattthe performance of the Geographic Forwarding (GF) prito
degrades as the localization error increases. In our ev@tusection IV-E, we demonstrate our IGF scheme as well aSRKGP
achieves 100% delivery ratios in the presence of up to 50%b rashge errors.

3) Energy Implications: The 802.11b standard allows a node to turn off the radio [Z@&rahe node overhears a RTS
packet that is not targeted to itself. However, IGF requfces/arding candidates to remain in the listening mode torlosar
any CTS for about x 10~5 seconds. This causes a slightly increase in the energy cgi&gn. We note, however, that this
increase is negligible when considering the higher defivatio, the reduction in control packets, and the smallet-tenend
delay we are able to achieve.

4) Alternative MAC Implementation: Without loss of generality, IGF is currently built and evatied on the top of 802.11
DCF. Considering the bandwidth available in the mobile tabsensor networks, it is a good solution in dealing the bidd
and exposure terminal problems. However, we note that IGkotsbound to 802.11 DCF and it can be implemented with
several existing MAC protocols. For example, IGF can betlonlthe MAC protocol suggested in [21] that uses the implicit
ACK. In this scenario, forwarding candidates wait for a ramddelay before starting to relay a packet, and the one with
the smallest delay forwards the data packet first. This datkei serves as both an acknowledgement to the sender and a
cancellation signal to the rest of the forwarding candisla(@hese handshaking sequences are shown in Figure 7} Base
[32], we have built the IGF protocol on the Berkeley mote folah and evaluated it with results shown in Section V.

5) Other Implications: Depending on the localization method used, IGF requiréeeadditional energy [1] or more control
messages [19] to localize the nodes, especially in the m@nivironments. In addition, IGF doesn't fix the routes dyitime
forwarding, which might lead to packet reordering due to M&C contention. Consequently, the final receiver shoulduems
the data can be re-assembled correctly.

IV. EXPERIMENTS AND ANALYSIS

To assess the performance, we implement the IGF protocolldM&Sim [22], a simulator for wireless sensor, ad hoc,
and mobile networks. GloMoSim provides a high fidelity siatidn for wireless communication with detailed modeling of
communication propagation, radio and MAC layers. In additiwe also implement the IGF protocol on Berkeley mote ptatf
(section V).

To make our evaluation close to the latest Telos mote capapibposed for use in the WSN environments [23], we set our
system parameters as shown in Table I. We expect the tymoatinication patterns inside a sensor network to be estetali
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TABLE |
SYSTEM PARAMETERSPARAMETERS

Parameters Settings
Radio Range 40.0m
Terrain 150X 150m?2
Collision Range 71.2m
Nodes 100 nodes,Uniform
Radio Range 40.0m
Bandwidth 200kbps
Radio Lossy channel
Packet Size 32 byte Payload
Wp Wp =2
WR Wr=1

based on request and retrieval semantics for data delivawyden sensor nodes and a querying entity. One-to-one,-tnany
one and many-to-many communication patterns are repsantvorkloads in sensor networks. One-to-one commuipicat
happens when one node detects some activity that needs &pbeed to a remote entity. Alternatively, a querying gnaill
require periodic reports from the whole sensor area, whakl the form of many-to-one communication. It is more common
that multiple applications run simultaneously and thefizalows interleave with each other, shown by the many-toynan
cross-traffic pattern.

We evaluate 120 system configurations under different¢rbféids, node mobility and energy conserving schedulese&cin
configuration we average 60 runs with different random sékesce 60 different network topologies and node placerhémts
ensure adequate confidence of our results. The 90% confideeceal is within 3% to 10% of the mean for GPSR and IGF,
and 8% to 15% for LAR. Due to the space limitation, we only pregsmore complex and interesting many-to-many scenario
(40 x 60 = 2400 runs). The complete data set is available upon requestelmgmny-to-many tests, 6 nodes, randomly chosen
from the left side of the terrain, send 6 CBR flows to 2 nodesahg on the right side of the terrain. The average hop count
is aboutd ~ 6 hops. We note that most well-known sensor network protosoth as Directed Diffusion [7], TTDD [24] and
TBF [25] are mostly designed for static sensor networks aaa mever been evaluated in mobile environments. For the sak
of fairness, we choose the only protocols that evaluate tbbility extensively in their publications ( [8], [11], [12]16]).
Moreover, since IGF is a location-based routing protodois iunfair to compare IGF with other ID-based procotocol. #s
result, we decide to compare IGF with two protocols: 1) LAR][Is a protocol optimized for mobility using the location
information and it is suitable for sensor network; and 2) &H%1] is the standard location-based sensor network pobtoc
with greedy and planar perimeter forwarding rules. We atgrsthese protocols in three scenarios:

« A Static Network, where nodes are not mobile and energy ¢wasen is not considered:;
« A Mobile Network, with mobility ranging from walking to vebular speeds;
« An Energy Conservation Network where nodes can transitibm and out of dormant states.

For each experiment we choose three typical metrics on 1@étieery ratio (the number of packets received / number of
packets sent), 2) average end-to-end delay of receivedetshclnd 3) overall communication overhead (total packets sent
out by a node). In addition to the above experiments, we alstuate the performance sensitivity of IGF in the presence
of a low node density (voids), localization errors and lamatupdate delay in Section 11I-G, Section IV-E and SectivfF,
respectively.

1we note that our evaluation does not choose deadline miss @& the major metrics, because such an approach revemisfermation about the tradeoff
between actual delays and other system performance paiamet



100% - 30000 -

95% -

0% 25000 -
o 7
8 85% 1 << 20000 |
= 80% E
S S
T % — 15000 -
[a} o
2 0% —B—IGF 3
< £ 10000 1 —B—IGF
& 65% ——GPSR 5
a 3 —e—GPSR

60% - LAR 5000 - —¥*—LAR

55% -

50% T 0 T T T T T T T T

1 5 9 1 5 9
Traffic (#packet/second per CBR flow) Traffic (#packet/second per CBR flow)
(a) Packet Delivery Ratio (b) Communication Overhead
10000
—B8—IGF
8000 4 —&—GPSR
—%—LAR

6000 +

4000 -

End-To-End Delay (ms)

2000 +

04

1 9
Traffic (#packetfsc_acor]d per CBR flow)
(c) E2E Communication Delay

Fig. 8. Performance in Static Networks

A. Performance in Static Networks

The evaluation in static networks shows that IGF performselsas or slightly better than GPSR and LAR, when dynamics
such as mobility and energy conserving sleep cycles arearstidered. In these experiments, we increase many-to-@BRy
flow rate until sufficient congestion is seen. Figure 8a shthas GPSR and IGF have comparable delivery ratios undet ligh
loads, while LAR loses packets early as these protocolskbuimongest the network by sending route discovery packets.
When the traffic flow rates increase enough to adequatelyesirige network in GPSR and IGF (6+ packets/second per CBR
flow), performance in GPSR degrades due to limited inteirsgcbutes, suffering additional collision caused by néightable
update beacons (0.1 beacon per second). LAR uses locafarmation to keep the effects of route discovery to a minimum
allowing it to maintain delivery ratios comparable to IGFowkver, LAR’s frequent transmission of route discoverykeas
toward the destination, coupled with the latency incurregiting the route discovery response, lead to significantyre
overhead (Figure 8b) and longer delay (Figure 8c) when coedpwith IGF. Figure 8b demonstrates IGF’s savings at low
traffic loads, as IGF does not require beaconing (GPSR) de miscovery packets (LAR) required in these protocols.rafit
loads increase, congestion increases the number of MAC tlsions in both IGF and GPSR, resulting in retransnoissi
attempts that add to overhead as shown in Figure 8b. In GP8RGH we see significantly lower end-to-end delay beyond
4 packets/second per CBR flow because LAR suffers latencytingzahe return of route discovery packets. Finally, under
heavy traffic, we see a slightly longer delay in IGF over GPS$iR tb the fact that IGF manages to deliver 10% more packets
(Figure 8a). We also note that Figure 8c demonstrates tleaCS back-off delay due to lazy binding in IGF has virtually
no impact on the end-to-end delay.

B. Performance under Mobility

One scenario for the evaluation under high mobility wouldabgroup of exploring robotic sensor nodes, trying to find
the survivors underneath rubble after an earthquake. Thegdically update their locations to each other while ebiag.
Another scenario would be a group of mobile robots equippét magnetic sensors, searching for mines in a battlefield.
These robots report the detections to a base station byimglayackets among themselves. As we mentioned before, hodes
locations can be obtained through GPS in such a highly dymagstems. We choose a standard waypoint mobility model
during the simulations. It should be noted that in contrasad hoc networks where the mobility pattern is interleavéith w
burst movements and long pauses, sensor robots are norcoaftinuously moving. To reflect this scenario, we set only a
1-second pause intervals between mové®  1000s pause intervals are normal settings in ad hoc network etiahsa[1]).

The settings stress-test the protocols’ ability to deahwibntinuously high mobility and reflect the mobility patterseen in
mobile sensor networks. We model speeds up to 18 meters gandé- 40mph) to evaluate a wide range of mobile scenarios
in which sensors can be attached to slow robots or to highespehicles. We adopt a 40m range to confirm to current sensor



ability, which is much smaller than 250m setting in used in AM_([1] and [15]). We note that the mobility is characterized
by the number of neighborhood changes per second, whictigstedl by both the node speed and the radio range. With the
same speed, a smaller range leads to a high mobility. Toatalithis point, in addition to this section, we investigdte t
impact of the radio ranges on the routing performance undsility in Section I1V-B.1.
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Fig. 9. Performance in Mobile Networks

In the static network scenario (section IV-A), we use a lowdmn rate (0.1 beacon per second) in GPSR to reduce the effect
of congestion. To optimize GPSR to deal with mobility, wet 8 SR with multiple beacon rates. Because beacons consume
bandwidth, their cost offsets their savings, arriving atikir results in all beacon rates we tested. Consequendyaaopt 1
beacon per second to keep the state as fresh as possibleitnddngsing congestion. Rerouting is supported when a pobtoc
experience a link break. From Figure 9a, we see that whensnddenot move (0 m/s), no packets are lost and the lowest
delay and overhead are incurred due to minimal congestisnwdé introduce mobility, increasingly affecting the vatjdof
neighborhood and routing state with increased node speexisee the delivery ratios (Figure 9a) in GPSR and LAR drop
off quickly while IGF continues to perform close to optimgbr example, when the node moving speed is at 4 meters/second
IGF demonstrates as much as 10 times performance gain iretiveny ratio over GPSR. For LAR, performance degrades as
node migration invalidates eager-binding routes. Sinc®Li# specially designed to deal with mobility, its milder dadgation,
as seen in Figure 9a, results from location controlled flogdif route discovery packets to reestablish routes desytslity.

As an addendum to explain why GPSR performs so poorly, we fnote Figure 9a that GPSR’s delivery ratio quickly drops
to zero at relatively low node speeds. One might assume ghie¢ause the beacon overhead leads to congestion in GPSR,
hence a very low delivery ratio. However, from Figure 9b, weenthat control overhead in GPSR is actually smaller than
LAR. In fact, this low delivery ratio in GPSR happens becaaseording to greedy forwarding rules in GPSR, the chosen
next-hop node is normally located at the edge of the sendensmunication radius. Because nodes are equally likelydeem

in any direction, there is a high chance that designatedverceill have moved out of communication range from the sand
since the last beacon which was received seconds ago. OJgrhmjp routes, the chances of failure grow exponentidy.
contrast, IGF binds the next hop tens of microseconds bgfacket forwarding occurs. This significantly reduces thancie
that a chosen node will move out of communication range duthiis tiny interval. Aside from the delivery ratio (Figura)9

our evaluation shows that IGF significantly outperformseotprotocols in metrics of overhead (Figure 9b) and endnib-e
delay (Figure 9c) under all moving speeds. All these resaésdue to IGF’s ability to defer the mapping between routing
states and network topologies until this binding is abstutequired.

1) Radio range impact on the routing performance under mobility: In this experiment, we investigate the impact of different
radio ranges on the routing performance in mobile sensavarks. When nodes move around, mobility breaks old links and
establishes new links. With the same node speed, a smatlliernange causes a higher rate of change in the network tgpolo
Figure 10 proves that GPSR is able to achieve good deliversratith a large radio range, which leads to a smaller mabilit
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On the other hand, Figure 10 indicates GPSR’s delivery perdoce reduces dramatically under high mobility situation

C. Performance under Energy Conservation

It is crucial for sensor network systems to support energyseovation. The most practical way to reduce total energy
consumption is to turn on/off the nodes on demand of evenits[g# However, these operations disrupt the network tops.
In this experiment, we test IGF, GPSR and LAR in the presericathogonal energy conserving protocols by periodically
transiting nodes into and out of sleep states. To prevergestion, and therefore isolate the effects of the awalepdiansition
in our analysis, we set the flow rate to 1 packet per second. M that two key parameters in energy-conserving protocols

can affect the routing performance:
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Performance under Varied Toggle Periods

« Toggle Period: Toggle Period is the time interval between consecutivesttims into a sleep state. This parameter reflects
how fast a routing state is invalidated due to sleep-awak®sttions. We change this value from 5 seconds to 95 seconds

in increments of 10.

o Sleep Percentages: The percentage of time a node is in the sleep mode. We notesléegting can significantly affect
the active node density, as this reduces the number of naésipating in routing at any point in time.



1) Performance under Varied Toggle Periods. Figure 1la shows the results for many-to-many flows whereSteep
Percentage is set at 30% for varying Toggle Periods. It shbatsIGF outperforms all other protocols at all toggle pdsio
investigated. GPSR utilizes a beaconing mechanism to fivecbind network topologies into neighbor states. Thisding
can be quickly invalidated due to nodes’ awake-sleep ttiansi. As a result, packets may be forwarded to nodes that wer
turned off since the last beacon and then dropped by the My€¥.Idhis leads to a poor delivery ratio in GPSR (Figure 11a).
In LAR, a node requires the network layer to handle trandonistilures by initiating route discovery. Due to the omuend
nature of those algorithms, LAR outperform GPSR, as thenthceeturned route discovery packet traverses nodes tleat a
currently awake and therefore able to act as routers. jna#l see IGF performing significantly better than other geots, at
times showing more than 3 times improvement in packets el when compared to GPSR. We attribute this performance
to the IGF’s ability to utilize whatever neighbors are cuathg awake en route to the destination. We note the Toggle&er
here only range from 5 to 95 seconds. When the Toggle Penmtsadse further, less dynamics are introduced into thearktw
topologies and routing states can remain fresh for a longgog of time. In this scenario, higher delivery ratios axpected
for other algorithms. Theoretically, when the Toggle Perpproaches infinity, energy conserving networks becoathtional
static networks, for which we have shown performance coispas in section IV-A.

2) Performance under Varied Seep Percentage: We next assess routing performance varying Sleep Pereefaathe highly
volatile case where the Toggle Period is set to 5 seconds. fidti only allows us to compare our work under varied Sleep
Percentage times, but allows us to stress test our protodarithighly dynamic system settings. In this experimentingesase
the sleep percentage of each node from 0% (always awake)O& 18lways asleep) in increments of 10%.

Figures 12a, b and c all demonstrate IGF’s better performaner varied Sleep Percentages. Figure 12a shows that IGF
delivers the highest percentage of packets under all SlegpeRtage settings, while incurring the small end-to-ealhyd
(Figure 12c) and the lowest transmission overhead (Fig2bd. For example, Figure 12a shows that at a 50% sleep pagent
IGF delivers 340% more packets than the GPSR protocol. Thstidrdrop in overhead (Figure 12b) as seen in LAR also
can also be attributed to this drop in the Packet DelivenjdR&ince LAR is designed to adapt to occasional node falure
as we expect, in such highly dynamic networks, it takes a lmgkto-end delay to repeatedly fix these routes (Figure.12c)
GPSR shows the lowest end-to-end delay (Figure 12c) bedtadsévers a tiny percentage of packets when compared to the
IGF. Those packets go through the networks quickly by cha®oty IGF has a highest delivery ratio and a small delay. This
is due to the fact that IGF can immediately detect node tiiansi into sleep states and immediately utilize recentlyplean
nodes.
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D. Performance in Sparse Sensor Networks

The typical density of sensing-covered sensor networkesyst[4] is abouR0 ~ 25 nodes/radio range in order to provide
high fidelity in localization, detection and tracking. Inepious evaluations, we use 22 node/radio ranges as a tygataig.
However, it is important to understand how IGF performs ung@ious node density settings. To prevent congestion, and
therefore isolate the effects of density in our analysis,setthe per node flow rate to 1 packet per second. To change the
density of the network, instead of increasing the numberoafes in the terrain, we keep the number of nodes constantat 10
and increase the side length of the square terrain from 1@6re® 250 meters in increments of 10. Figure 13 shows thét wi
the history-based forwarding- area shifts, IGF achieve®@?d delivery ratio when the node density is larger than 12esod
per nominal radio range. Figure 13 reveals that when deifsiglatively high > 9 node/radio range), longer trace-history
does not help much, however when the network become sparsggt history can improve the delivery ratio.
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E. Performance under Localization Errors

While most work in location-based routing assumes perfegtion information, the fact is that erroneous locatidinestes
are virtually impossible to avoid. In this experiment, wedgtigate location error impact on the IGF protocol. To prav
congestion, and therefore isolate the effects of the Ipatitin error, the traffic loads are set to the rate of 1 pas&etid.
We compare IGF, GPSR with the basic geographic forwardif(@6], which forwards a packet to the node that makes the
most progress toward the destination. We increase theizatiah error from 0% to 50% of the radio range in incremerfts o
5% to measure the end-to-end delivery ratios. Figure 14 detrates that both the IGF and GPSR protocol perform much
better in the presence of localization errors while the Gétqarol suffers as location errors increase.
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F. Performance under Different Localization Update Intervals

IGF obtains location updates from GPS or other localizaBohemes. Since the update rate affects the amount energy
consumed to obtain the locations, the location is normafigated intermittently. Consequently, nodes have to make th
routing decisions based on the last localization resuliclvimight cause the routing failures if the the update detayob
long. In this section, we investigate the impact of the lmratipdate delay to the end-to-end delivery ratio. Figuretid&ws that
the location update delay doesn't affect the static andggnewnservation networks since nodes don’'t move in sucharésy
As for the mobile networks, a moderate location update déday., < 1second) doesn’t noticeably affect the delivery ratio,
however, a large delay cause more routing failures. Figbraldo indicates that the impact of the update interval isciéd
by nodes’ speed. With the same update intervals, a faster sjpeled leads to a lower delivery ratio.
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V. IMPLEMENTATION ON MOTES

We have implemented the IGF protocol on the Berkeley motafgshm [27] with a code size of 11,606 bytes (code is
available through CVS at [28]). Currently, this implemeita is built on the top of a MAC protocol with the implicit ACK
mentioned in section IlI-H.4. Three applications incluglidata placement, target tracking and CBR data streaminglsoe
built to run on top of IGF. Due to physical constraints and timeavailability of state-of-the-art protocols on such atfdrm,
it is difficult to perform as extensive evaluation as we didhe wireless simulator. We, therefore, only present ihigsults
here as a study for developing a more complete solution aatl&ion in the future mote platform. As we mentioned in
section IlI-B, IGF does not task a specific node to route pechepriori. This feature is beneficial for load balancing ago
the nodes inside the forwarding area. In this experimentyse25 motes to form a 5 by 5 grid. To evaluate the load balgncin
capability of IGF we send a CBR data stream from node 24 to filpdehich is the base station. We collect the number of
packets relayed by intermediate motés~ 23) and compare this with the result obtained from the GF puaitadich we
also implemented on the motes. While both GF and IGF achieaglyn100% delivery ratio, GF tends to relay packets via a
fixed route which might lead to unbalanced traffic. This isvehan Figure 16 as node 19 relays 250 packets while node 18
doesn’t forward any packets. Instead, by distributindficdbads, IGF effectively balances energy consumption. Ygeie@ that

in sensor networks, balanced energy consumption can greeeme nodes from dying faster than others, therefore isgrga
the network lifetime.

250 r n

OGF
HIGF

0123 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23
Node ID

Fig. 16. Traffic Balance

n
o
o

i
13
o

# Packets Relayted
5
o

o
o

o

VI. RELATED WORK

In this section we discuss prior research in distributed mating that is pertinent to the design of IGF. Various protsc
[29]-[34] have been introduced to reduce packet loss thraefjable communication in sensor networks. Alec Woo [33]
chooses reliable routes based on link connectivity siedistbtained dynamically from a EWMA estimator. RMST [3Qiaks
packet fragments so that receiver initiated requests casalisfied when individual pieces of an application payloat g
lost. PSFQ [31] caches packets along the path to the semilé&ating fragment recovery as required, starting withldsal
neighborhood. Robust data delivery [29] simultaneouslydsepackets along multiple paths at the expense of increéases
communication overhead. While these ARQ/FEC-based saoisithave proven effective when dealing with interferencg an
collisions, their robust and reliable features might notabée to handle failures due to high dynamics in network togias.
We consider them orthogonal and complementary to our work.

Many routing algorithms have been proposed for ad hoc anslosaretworks. With regard to the mechanisms used to bind
network topology to the routing state, we divide these rauprotocols into three categories. The first category we t@s
proactive eager-binding routing algorithms. DSDV [10]u&gs each node to proactively broadcast routing updatésdieally.
Global routing tables are refreshed regardless whethee ikeneed for data delivery. Location-based routing atgors such



as GPSR [11] remove the requirement that a protocol mataiglobal view of the network (i.e. end-to-end routing taple
therefore reduces communication overhead by eliminatsndépendence on the network wide state information. Hoxkyévey

still depend on up-to-date local neighborhood tables, iregucontrol overhead to maintain such tables and suftglatency
and packet loss when a node’s neighborhood state changesdretipdates. To minimize unnecessary overhead incurred by
proactive updates, a set of on-demand algorithms are pedpmsdefer route acquisition until data delivery is reqdiré/e
term the second category as reactive eager-binding aigusitit has been proved in [12] that AODV [9] and DSR [8] can
successfully deal with moderate mobility with long pauseiwals (00 ~ 1000 seconds). However, the eager binding of the
routing states at the route acquisition phase make thenefésstive to deal with high dynamics in which network topgikes
change at a much faster rate than the duration of connectRmging maintenance and rediscovery are proposed in 8] [9
to remedy this situation partially at the cost of higher gedad expensive control overhead. LAR [16] extends the anatel
idea proposed by AODV [9] and DSR [8], utilizing location émiation to limit the scope of route requests. While LAR
significantly reduces routing overhead by only propagatjngries to relevant portions of the network, it still neealsniaintain

or establish an explicit path before transmitting a packetrent reactive eager-binding algorithms can succdgsfelal with
occasional node failures and moderate mobility. HoweVes, dlevated dynamics due to the continuous mobility and powe
conservation inside sensor networks challenge researtbatevelop a new category of routing protocols based onahg |
binding concept.

The first state-free protocol IGF belongs to this third catggEXOR [35] also decides the forwarding candidate on the
fly. However, before transmitting a packet, the sender néedpecify the forwarding candidates in the packet headeictw
requires maintaining the state information about neigimgonodes. GeRaF [36] proposes a similar packet forwardiogrique
and it focuses on the multi-hop performance in terms of treraye number of hops to reach a destination. Both EXOR and
GeRaF do not model the effect of channel contention; while tork provides a detailed implementation and evaluation
through both simulation and a running system.

VIl. FUTURE WORK

In this work, IGF assumes a localization service or the GRflgdity. This is justified as sensor network applicatioeguire
location information to make sensor data meaningful. We tlodit lazy-binding is a general concept to deal with highvoet
dynamics and its applicability does not intrinsically degeon the location service. It is promising to apply lazyeing to
ID-Based protocols such as Directed Diffusion [7]. To exit¢n], we can keep the hop-count-to-a-sink as a non-volatdge
with respect to the node failures, and we perform forwardipgrations with the parents of each node. We note that in this
ID-based case, the state-free property is not maintairegever, lazy-binding, which is independent of the stageforoperty,
is still beneficial in dealing with the failure of the parerddes. Due to the space constraints, we leave this as futule wo

VIII. CONCLUSIONS

In highly dynamic sensor networks, the maintenance of fresh of routing states is costly. The state update, regutiim
eager-binding, directly contributes to network congestivasting precious energy and increasing the end-to-emdnmission
latency. To prevent the adverse affects that dynamic faciech as high mobility have on the state-based eager-igimdiriing
protocols, we advocate using the concept of lazy-bindingptme with high dynamics in sensor networks. Based on thisequn
we introduce IGF, a unicast protocol that is altogetheestae. In simulation, we compare our work against protedelsigned
for mobile environments and sensor networks. IGF dematestraore than 10 times improvement in the packet deliverg rat
when the sensor network is highly mobile. IGF also achiewgsificant reduction in delay and overhead when considering
mobility and energy-conservation. In addition, the IGFtpoml has been implemented on the Berkeley motes platforsertee
as an initial study in developing a more complete solutiothia future.

ACKNOWLEDGMENTS
This work was supported in part by NSF grant CCR-0098269 a8# Nrant CSR-0615063.

REFERENCES

[1] B. H. Wellenhoff, H. Lichtenegger, and J. Collin§Jobal Positions System: Theory and Practice,Fourth Edition. Springer Verlag, 1997.

[2] J. Borenstein, H. Everett, and L. Ferldavigating Mobile Robots: Systems and Techniques. A. K. Peters, Ltd., Wellesley, 1996.

[3] W. Burgard, M. Moors, D. Fox, R. Simmons, and S. Thrun, li@ioorative Multi-Robot Exploration,” inn Proceeding of |EEE International
Conferenceon Robotics and Automation (ICRA), 2000.

[4] T. He, S. Krishnamurthy, J. A. Stankovic, and T. AbdelegaHi'An Energy-Efficient Surveillance System Using WiraleSensor Networks,” iThe
Second International Conference on Mobile Systems, Applications, and Services (MobiSys), June 2004.

[5] T. Yan, T. He, and J. Stankovic, “Differentiated Surlaaiice Service for Sensor Networks,” lfirst ACM Conference on Embedded Networked Sensor
Systems (SenSys 2003), November 2003.

[6] F. Ye, G. Zhong, S. Lu, and L. Zhang, “PEAS: A Robust Ene@pnserving Protocol for Long-lived Sensor Networks,"Hroc. of International
Conference on Distributed Computing Systems (ICDCS), May 2003.

[7] C. Intanagonwiwat, R. Govindan, and D. Estrin, “DirettBiffusion: A Scalable and Robust Communication ParadigmSensor Networks,” irthe
Sxth Annual International Conference on Mobile Computing and Networks, 2000.



(8]

[9]
[10]
[11]

[12]

[13]
[14]

[15]
[16]

[17]
(18]

[19]

[20]
[21]

[22]

[23]
[24]

[25]
[26]
[27]
[28]
[29]

[30]
[31]
[32]
(33]

[34]
(35]

(36]

J. Broch, D. B. Johnson, and D. A. MaltBSR : The dynamic source routing protocol for multihop wireless ad hoc networks. Ad Hoc Networks,
Addison Wesley, 2001.

C. E. Perkins and E. M. Royer, “Ad-hoc on demand distaneetor routing,” inWMCSA, 1999.

C. E. Perkins and P. Bhagwat, “Highly dynamic destimatsequenced distance-vector routing (dsdv) for mobitemgers,” inSGCOMM, 1994.
B. Karp and H. T. Kung, “Greedy perimeter stateless irgufor wireless networks,” innternational Conference on Mobile Computing and
Networking, 2000.

J. Broch, D. A. Maltz, D. B. Johnson, Y.-C. Hu, and J. Bet@m, “Performance comparison of multi-hop wireless ad tetevork routing protocols,” in
the Fourth Annual ACM/IEEE International Conference on Mobile Computing and Networking, 1998.

I.. L. S. Committee, “Ansilieee, ieee 802.11 wirelessdl area networks,” http://grouper.ieee.org/grouda/B0.

G. Zhou, T. He, and J. A. Stankovic, “Impact of Radio guéarity on Wireless Sensor Networks,” rhe Second International Conference on Mobile
Systems, Applications, and Services (MobiSys), June 2004.

“Generalized birthday problem,” http://www.mathgsgcom/home/kmath057.htm.

Y. Ko and N. H. Vaidya, “Location-aided routing (lar) imobile ad hoc networks,” imnternational Conference on Mobile Computing and Networking,
1998.

G. Xing, C. Lu, R. Pless, and Q.Huang, “On greedy gedg@apouting algorithms in sensing-covered networks, MobiHoc' 04, 2004.

I. Stojmenovic and X. Lin, “Gedir: Loop-free locatioraed routing in wireless networks,” Int. Conf. on Parallel and Distributed Computing and
Systems, 1999.

T. He, C. Huang, B. M. Blum, J. A. Stankovic, and T. Abd#gier, “Range-Free Localization Schemes in Large-Scalsd8évetworks,” inProc. of
the Intl. Conference on Mobile Computing and Networking (MOBICOM), September 2003.

W. Ye, J. Heidemann, and D. Estrin, “An energy-efficienac protocol for wireless sensor networks,”|MFOCOM, 2002.

A. Woo and D. Culler, “A Transmission Control Scheme fdedia Access in Sensor Networks,” Rroc. of Mobile Computing and Networking
(Mobicom), 2001.

X. Zeng, R. Bagrodia, and M. Gerla, “Glomosim: a librdr parallel simulation of large-scale wireless netwdtks,the 12th Workshop on Parallel
and Distributed Smulations, 1998.

Telos Mote |IEEE 802.15.4 Compliant Mote Data Sheet, CrossBow, http://www.moteiv.com/products/telos-trae.pdf.

F. Ye, H. Luo, J. Cheng, S. Lu, and L. Zhang, “A Two-tiertBdissemination Model for Large-scale Wireless Sensomwiis,” in 7th ACM
MOBICOM Conference, 2002.

D. Niculescu and B. Nath, “Trajectory Based Forwardamy its Applications,” inMobiCom, 2003.

G. G. Finn, “Routing and addressing problems in largdérapelitan-scale internetworks,” USC/ISI, Tech. Rep./RR-87-180, 1987.

Mica2 data sheet, CrossBow, 2003, available at http://www.xbow.com.

T. He, L. Gu, B.Blum, and J. Xie, “Nest project source egchttp://sourceforge.net/projects/vert/.

D. Ganesan, R. Govindan, S. Shenker, and D. Estrin, t{iligesilient, energy efficient multipath routing in wirgke sensor networksNobile
Computing and Communications Review, vol. 1, no. 2, 2002.

F. Stann and J. Heidemann, “RMST: Reliable Data TrartspoSensor Networks,” irfSNPA '03, 2003.

C. Y. Wan, A. T. Campbell, and L. Krishnamurthy, “PSFQ:Reliable Transport Protocol for Wireless Sensor Netwbriks WSNA '02, 2002.

C. Wan, S. Eisenman, and A. T. Campbell, “CODA: COngesiDetection and Avoidance in Sensor Networks, Samsys 03, 2003.

A. Woo, T. Tong, and D. Culler, “Taming the Underlying &lenges of Reliable Multihop Routing in Sensor Networks, First ACM Conference on
Embedded Networked Sensor Systems (SenSys 2003), November 2003.

J. Zhao and R. Govindan, “Understanding Packet Deligerformance In Dense Wireless Sensor NetworksZamsys 03, 2003.

S. Biswas and R. Morris, “Exor: opportunistic multifh@outing for wireless networks 3 GCOMM Comput. Commun. Rev., vol. 35, no. 4, pp.
133-144, 2005.

M. Zorzi and R. R. Rao, “Geographic Random Fowarding R&€) for ad hoc and sensor networks: Multihop performand€EE Transaction on
Mobile Computing, vol. 2, no. 4, 2003.



